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ABSTRACT OF THE DISSERTATION 

Observations of the Upper Ocean Using a Multi-Beam Doppler Sonar 

by 

Albert James Plueddemann 

Doctor of Philosophy in Oceanography 
University of California, San Diego, 1987 

Professor Robert Pinkel, Chairman 

This dissertation presents several different, but related topics which 
involve both the analysis techniques for, and applications of, Doppler sonar 
measurements.   Data were collected from four downward-slanting sonars 
operated on the Research Platform FLIP during a field experiment conducted off 
of the California coast.   The sonars provide profiles of backscattered intensity 
and slant velocity from approximately 100 m to 1000 m in depth with 20 m 
depth resolution. 

lar IS 

 A technique to measure the vertically-acting Reynolds stresses, iPw' 
and v'w', in the oceanic internal wave field using a multi-beam Doppler sonar .„ 
presented. The stress measurement technique is applied to the Doppler velocity 
data collected during the experiment.   The principal result is a lack of observed 
Reynolds stresses in the high-vertical wavenumber, high-frequency internal wave 
band which can be considered significantly different from zero, despite the use of 
a scale separation which is more restrictive than that of previous investigators, 
and the consideration of stresses on several different time scales.   The results are 
consistent with a high-frequency internal wave field which tends to be dom- 
inated by mode-like rather than ray-like waves, and which, on average, exhibits 
a high degree of vertical symmetry.   No evidence is found of a correlation 
between internal wave stresses and mean-flow shear. There is weak evidence of a 
correlation between stress divergence and mean-flow acceleration. 

A characterization of the diurnal migration patterns of acoustic 
scattering layers based on the Doppler sonar measurements is presented.   The 
effects of the diurnal migration of scatterers are evident in both backscattered 
intensity and Doppler velocity, and the two measurements provide complemen- 
tary methods of analysis.   The principal result is the observation of three dis- 
tinct scattering layers whose patterns of vertical migration show a high degree 
of persistence in both space and time. 

It is found that the covariance-based estimator of mean Doppler shift 
exhibits a bias in the presence of band-limited noise.   Pulse-to-pulse incoherent 
Doppler sonars are often operated under conditions where the biasing effect is 
important.   Methods of correcting for noise-biasing are presented. 
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INTRODUCTION 

The title chosen for this dissertation is a general one, reflecting the 
broad and interdisciplinary nature of the topics discussed herein. The unifying 
element for these topics is a multi-beam Doppler sonar used for observation of 
the backscattered intensity field and the velocity field in the upper ocean. Tech- 
niques for the use of acoustic Doppler current measuring devices in the ocean are 
in the early stages of development. Similarly, the application of Doppler sonar 
measurements to important oceanographic problems is just beginning. This 
dissertation presents several difi'erent, but related topics which involve both the 
analysis techniques for, and potential applications of, Doppler sonar measure- 
ments. 

The dissertation is organized into four chapters. The first chapter pro- 
vides introductory and background information, while the second through fourth 
chapters describe the results of three distinct investigations which involve the 
use of Doppler sonar measurements. Each chapter is largely self-contained. No 
overall summary is given, but the outline below includes a summary of the prin- 
cipal results for each chapter. 

The first chapter is an introduction to the data collection and process- 
ing techniques used for Doppler sonar measurements. Data were collected from 
four downward-slanting sonars operated on the Research Platform FLIP during 
a field experiment conducted off" of the California coast in October and 
November of 1983. FLIP drifted over a distance of about 200 km during the 
experiment from a starting position near 34° N, 127° W. The sonars were 
operated over a 17 day period, providing profiles of backscattered intensity and 
slant velocity from ~ 100 m to ~ 1000 m in depth with 20 m depth resolution 
The azimuthal orientation of FLIP was controlled by a hull-mounted thruster 
which maintained the ships heading to within about 1 ° of a desired value during 
the majority of the experiment. The tilt of the platform was measured by 
accelerometers, and these measurements were used to correct for tilt-induced 
errors in the Doppler velocity estimates (see Appendix A). 

In the second chapter, the measurement of Reynolds stresses associated 
with high-vertical wavenumber, high-frequency internal waves in the ocean is 
described. Internal waves are viewed as a potentially important mechanism for 
the vertical mixing of momentum in the ocean, but the nature of internal wave 
momentum transfer processes is not well established. Understanding the role of 
internal waves in vertical momentum transfer ultimately rests with the meas- 
urement of the Reynolds stresses associated with fluctuating velocity com- 
ponents in the internal wave field, and determining their relationship to the 
large-scale flow. A technique to measure the vertically-acting Reynolds stresses, 
u'w' and v'w', in a fluctuating oceanic velocity field using a multi-beam Doppler 
sonar is presented. The principal result of the chapter is a lack of observed Rey- 
nolds stresses in the high-vertical wavenumber, high-frequency internal wave 
band which can be considered significantly difi'erent from zero, despite the use of 
a scale separation which is more restrictive than that of previous investigators, 
and the consideration of stresses on several difi'erent time scales. The results are 
consistent with an internal wave field which tends to be dominated by mode-like 
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rather than ray-like waves, and which, on average, exhibits a high degree of 
vertical symmetry. No evidence is found of a correlation between internal wave 
stresses and mean-flow shear. There is weak evidence of a correlation between 
stress divergence and mean-fiow acceleration. 

The third chapter presents a characterization of the diurnal migration 
patterns of acoustic scattering layers based on the backscattered intensity and 
Doppler velocity measurements made by the sonar. The effects of the diurnal 
migration of scatterers are evident in both intensity and velocity, and the two 
measurements provide complementary methods of characterizing migration pat- 
terns. Previous investigators have typically examined the diurnal migrations of 
scattering layers by comparing scattering strength profiles for day and night, or 
by presenting echograms of backscattered intensity over a 12 to 24 hr period, 
but most results have not been analyzed in such a way that the persistence and 
variability of migration patterns can be quantified. In this work, measurements 
of backscattered intensity and scatterer velocity are available at 6 min intervals 
over a period of 13 days, allowing estimation of simple statistics (mean and vari- 
ance) of the daily migration cycle. The principal result of the chapter is the 
observation of three distinct acoustical scattering layers whose patterns of verti- 
cal migration show a high degree of persistence over a time period of 13 days, 
and horizontal scales of order 50 km. 

In the fourth chapter, the covariance processing (CP) technique of 
estimating the mean Doppler shift in the spectrum of backscattered energy from 
a pulsed sonar transmission is discussed. It is found that the CP mean fre- 
quency estimator exhibits a bias in the presence of band-limited noise. Pulse- 
to-pulse incoherent Doppler sonars are often operated under conditions where 
the biasing effect is important. Methods of correcting for noise-biasing are 
presented with emphasis on situations where the noise covariance is not known 
explicitly. It is shown that bias correction in the absence of noise covariance 
measurements can be accomplished using simple models of the signal and noise 
covariance functions. Covariance models provide a generalized method of bias 
correction, and allow prediction of potential biasing effects for the class of 
Doppler systems to which they apply. The covariance modelling technique of 
bias correction is applied to oceanic velocity measurements made with a pulse- 
to-pulse incoherent Doppler sonar. Biasing is found to be important in regions of 
low SNR which may be as much as 1/3 of the total depth of the profile. 
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CHAPTER I 
DATA COLLECTION AND PROCESSING 

1.1 Introduction 

The results presented in this dissertation are based on measurements 
made with a multi-beam Doppler sonar deployed on the Research Platform 
FLIP during a field experiment conducted off of the California coast. In order to 
provide the proper background for interpretation of these measurements, it is 
useful to describe the data collection procedures and processing techniques, as 
well as provide a brief review of Doppler sonar operation. 

This chapter begins with an overview of the experimental plan and a 
detailed description of the FLIP Doppler sonar measurements. The instruments 
deployed on FLIP during the experiment are described. Next the principles of 
Doppler sonar operation are reviewed, with emphasis on the characteristics of 
the sonar system used during the experiment. Finally, the techniques of velocity 
estimation from a multi-beam sonar system are described, and velocity estima- 
tion errors are summarized. 

1.2 The Mixed Layer Dynamics Experiment 

The data analyzed in this dissertation were collected as a part of the 
Mixed Layer Dynamics Experiment (MILDEX) conducted off of the California 
coast during October and November of 1983. MILDEX was intended to extend 
the results of previous mixed layer studies (e.g. Davis, et al., 1981) to include the 
effects of horizontal variability and the influence of the deeper ocean on the 
mixed layer. The central elements of MILDEX were two drifting platforms; the 
R/P FLIP of the Scripps Institution of Oceanography (SIO), and a "current 
meter drifter" deployed by Oregon State University. The drifter consisted of a 
surface buoy attached to a sub-surface line instrumented with current meters 
and thermistor chains. The experimental site was a region of relatively flat 
topography near 34 ° N, 126 ° W, about 500 km west of Point Conception (Fig. 
1.1). Two ships followed both FLIP and the current meter drifter as they slowly 
diverged and drifted over an area roughly one degree square (Fig. 1.2). The 
R/V Wecoma of Oregon State University provided large scale (~ 50 km square) 
box surveys of the area using a towed thermistor chain and a Doppler current 
profiler, as well as making other measurements en route. The R/V Acania of 
the Naval Postgraduate School executed a sequence of small ( ~ 5 km square) 
boxes around FLIP collecting density and velocity profiles to about 200 m depth. 
Further description of the overall operational plan and data collection efi"orts 
during MILDEX can be found in Pinkel (1983b). 
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130 

Figure 1.1. The MILDEX site. The Mixed Layer Dynamics Experiment (MILDEX) was con- 
ducted within a 1 ' square area off of the California coast approximately 500 km West of 
Point Conception.  Depth contours are in hundreds of meters. 
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Figure 1.2. MILDEX cruise tracks. The tracks of the R/P FLIP, R/V VVECOMA, and 
the current meter drifter during MILDEX. The R/P ACANL\ (not shown) executed 5 km 
box surveys around FLIP from 2 November to 9 November. This plot is adapted from the 
original supplied by R. Weller of WHOI. 
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The R/P FLIP arrived on station on 24 October, 1983 and collected 
data throughout the next 24 days. During this time FLIP drifted along a 
roughly circular path covering approximately 200 km at an average rate of 10 
km/day (Fig. 1.2). A schematic diagram indicating the instruments deployed on 
FLIP during MILDEX is shown in Fig. 1.3. The suite of instruments operated on 
FLIP included four downward-slanting sonars, two horizontally-pointed sonars, 
and a profiling CTD deployed by SIO, several current meters deployed by the 
Woods Hole Oceanographic Institution, and a combined set of environmental 
sensors used to measure wind speed and direction, incident and backscattered 
solar radiation, barometric pressure, wet and dry bulb air temperature, sea sur- 
face temperature, and wave height. Ships heading was recorded directly from 
the gyrocompass controller, and position was recorded from LORAN-C naviga- 
tional fixes at one minute intervals. A summary of instruments operated by SIO 
during the experiment is given in Fig. 1.4. 

The data selected for analysis were collected from the four downward- 
slanting Doppler sonars during a 17 day period period from Julian day 300 
through 316 of 1983 (henceforth, Julian days will used as the time base, the 
correspondence between Julian days and dates in Oct.-Nov. can be found in'Fig. 
1.4). The four downward slanting sonars were operated in the so-called "Janus 
configuration", each beam separated by 90° in azimuth from neighboring beams 
and pointed downward at an angle of 52.5° from the horizontal. This 
configuration can be considered as two pairs of sonars; the transducers making 
up each pair form a "two-faced" array with beams separated by 180° in 
azimuth, and the two pairs operate in orthogonal planes. Each individual sonar 
provides profiles of backscattered intensity and radial or "slant" velocity over a 
depth interval of order 1 km with vertical resolution of about 20 m. The co- 
planar beam pairs can be used to estimate horizontal and vertical velocity com- 
ponents (Sec. 1.4). All four sonars operated nearly continuously throughout the 
period selected for analysis (Fig. 1.4). 

It was desired to maintain the orientation of the two beam pairs along 
the East and North axes so that the slant velocities measured by the sonars 
could be interpreted directly in terms of u (East) and v (North) components 
without the necessity of a coordinate rotation. This was accomplished by means 
of a servo controlled, bi-directional thruster mounted beneath the waterline on 
FLIP'S hull. The thruster was connected to the ship's gyrocompass through an 
adjustable azimuth control device and used to maintain a desired heading with 
very high accuracy in winds up to 15 m s~^ As wind speed and direction 
changed in such a way that the desired heading could not be maintained, the 
ship was rotated in increments of 90° in azimuth and locked on to a new, more 
easily maintained heading (Fig. 1.5). This technique was used to accommodate 
significant changes in the wind field while always keeping a sonar beam pointed 
in the direction of each of the four compass points. Further information about 
correction for the azimuthal motion of the ship is given in Appendix A. 

In addition to influencing FLIP's azimuthal orientation, the wind is the 
principal contributor to the tilt of the hull from a vertical position over periods 
longer than the periods of surface waves. Current shears in the upper 100 m of 
the sea, and ballasting of fuel and equipment on the may ship also contribute to 
long-term tilts. The tilt of FLIP is small in comparison to that of conventional 
ships, but even small tilts can cause significant errors in estimates of vertical 
velocity if the ratio of horizontal to vertical velocity is large. In order to com- 
pensate for platform motion during velocity estimation, accelerometers mounted 
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Figure 1.3. Schematic of FLIP inatrumentation. The R/P FLIP instrumentation during 
ME.DEX consisted of four downward-slanting sonars operating at 67 and 71 kHz two 
horizontally-pointed sonars operating at 75 and 80 kHz, a profiling CTD, several current 
meters deployed by WHOI, and various environmental sensors. 
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Figure 1.4. MILDEX 198S: SIO-FLIP Operational summary. Shaded areas represent times of operation for each 
instrument or group of instruments. Heavy vertical lines indicate non-operational periods from 15 min to 45 min. A 
gap is shown for non-operational periods of greater than 1 hr. During the LORAN-C malfunction on 7 and 8 November, 
navigational data was provided by satellite fixes. 
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Figiire 1.5. Heading, wind speed, and tilt time series. Ships heading (top) was maintained 
by a servo-controlled thruster, with major heading changes being in 90* increments. Wind 
speed (middle) was recorded by anemometers on FLIP's port boom and tilt (bottom) by 
accelerometers mounted to the hull. Note the high degree of visual correlation between wind 
speed and tilt magnitude. 
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to the ship's hull were used as "inclinometers" to measure tilt in two axes, 
parallel to the planes of the sonar beams. The measured values of platform tilt 
were used to correct the Doppler velocity estimates (Appendix A). 

The time series of tilt magnitude observed during the experiment is 
shown in Fig. 1.5. Typical tilts during the calm period of the cruise range from 
0.5 ° to 1.0 ° . During the maximum wind on day 314 tilts of greater than 2 ° are 
observed. The high degree of visual correlation between wind speed and tilt 
magnitude supports the hypothesis that the primary cause of tilt over periods 
greater than 30 minutes is due to windage on the portion of FLIP's hull above 
the waterline. 

1.3 Doppler sonar operation 

1.3.1 Background 

The Doppler effect is a change in the perceived frequency of elec- 
tromagnetic or acoustic radiation due to relative motion between the source and 
receiver. This effect was first described in 1842 by the Austrian mathematician 
Christian Doppler, and has since been applied to research in many fields includ- 
ing astronomy, physics, geophysics, navigation, meteorology, and oceanographv 
(Gill, 1965; Toman, 1984). 

The application of Doppler principles in meteorology preceded that in 
oceanography by about 20 years, and many oceanographic Doppler techniques 
grew directly from those used in the atmospheric sciences. Hence, the meteoro- 
logical literature can provide a background for understanding oceanic Doppler 
sonar. Doviak and Zrnic (1984) give a broad-based introduction to pulsed 
Doppler radar principles, many of which are directly applicable to Doppler 
sonars. Lhermitte (1973) and Serafin (1975) provide readable accounts of 
Doppler processing techniques, and Sirmans and Bumgarner (1975a) compare 
several Doppler frequency estimation schemes. 

Acoustic Doppler techniques for measuring water flow were introduced 
by Vlasak (1968) with further developments by Squier (1968) and Wiseman, et 
al. (1972). These early Doppler flowmeters used a bi-static configuration 
(separate transmitter and receiver), and CW transmissions to measure one or 
more components of fluid velocity in a small averaging volume. Current profiles 
could be provided only by lowering the instrument through the water column 
(Squier, 1968). 

Acoustic Doppler Current Profilers (ADCP's) useful for oceanographic 
measurements were pioneered by Pinkel (1979; 1980; 1981) and Regier (1979; 
1982). Pinkel used large (~ 1 m diameter), low-frequency (60 to 90 kHz) trans- 
ducers mounted on the R/P FLIP to obtain velocity profiles from 100 to 1000 m 
in depth. Regier used a higher frequency (300 kHz) system, adapted from an 
existing Doppler speed log by Amatek-Straza (Rowe and Young, 1979), to meas- 
ure upper ocean shears from a moving ship. Distinguishing characteristics of the 
systems of Pinkel and Regier were their monostatic configuration (combined 
transmitter and receiver), use of pulsed transmissions, and Doppler processing by 
pulse-to-pulse   incoherent   techniques   (the   distinction   between   coherent   and 
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incoherent processing is discussed in Appendix B). 

Tlie use of Doppler profilers has grown steadily since the introduction 
of the first systems, and several types of ADCP's are now available commer- 
cially. Many ships are now equipped with ADCP's to make velocity profiles 
while underway (Joyce, Bitterman and Prada, 1982; Bitterman and Wilson, 
1983; Kosro, 1985; Trump, et al., 1985). Self contained ADCP's suitable for bot- 
tom mounted or moored applications have been developed and tested (Mero, 
Appell, and Porter, 1983; Pettigrew and Irish, 1983; Appell, et al., 1985) and 
several new instruments using varied Doppler techniques and applications are 
under development (Lhermitte, 1983; Sanford, et al., 1985, Rowe, et al., 1986). 

1.3.2 Doppler sonar fundamentals 

An oceanic Doppler sonar estimates fluid velocity by measuring the 
Doppler frequency shift of the acoustic reverberation generated by sound 
scattering bodies in the water column. For a sonar operating in the 50 to 500 
kHz frequency range, the primary scatterers are biological, with various species 
of zooplankton (euphausiids, copepods, siphonophores, and pteropods) and occa- 
sional nekton (fishes and squid) contributing the majority of backscattered 
energy (Ch. 3). To the extent that these scatterers are drifting passively with 
the surrounding water, the Doppler shift from the volume insonified by the sonar 
beam is representative of the component of volume-averaged velocity in the 
direction of the beam axis. The basic principles of velocity estimation for back- 
scatter Doppler sonars are introduced below, and further developed in Section 
1.4.1.   Discussion of velocity measurement errors is deferred to Section 1.4.2. 

The nature of oceanic velocity measurement using Doppler sonar is 
illustrated using the simple example of scattering from an isolated target. Con- 
sider a transducer at a position T below the water surface, moving with velocity 
Zt (Fig- 1-6). The transducer emits a pulse of acoustic energy at frequency f^ in 
a narrow beam directed along d^ which reflects (scatters) from a target or 
"receiver" at position R moving with velocity v j.. The expression for the per- 
ceived frequency at the receiver in a medium witifi soundspeed c is (Halliday and 
Resnick, 1970) 

c —Vr 
f    = f  ^r ^c 

c -Vt 
(1.1) 

where v^ and v^ are the components of the transducer and receiver velocities, 
respectively, which are in the direction of d . Upon reflection of the incident 
acoustic wave, the receiver acts as a " traiismitter", and the backscattered 
energy observed at the transducer has a perceived frequency 

f f    ^+'^t „    (c -vj (c -f vj 
h = ir "~T— = *c 7—;—TT r (1.2) c +v, (c +v,) (c -vj ^     ^ 
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Xr 

Figure 1.6. Schematic of acoustic Doppler velocity meaaurement (not to scale). Acoustic 
energy emitted by the transducer (T) at frequency /^ is backscattered, primarily by biota in 
the water column, resulting in a net Doppler shift of the received signal at the transducer of 
/, =/,  [l+2(t;, -,;,,/£]. 
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Typical velocities of ocean currents are small enough (0.1 to 1.0 m s~^) 
compared to the speed of sound (1500 m s~M that the expression (1.2) can be 
written in terms of a small parameter e =v/c and simplified to first order in e 
as 

9 
ft   =fc[l+7(vt-v,)] (1.3) 

Defining the Doppler shift at the transducer as fj =^^^ — f^, gives 

V   = cfd /2f,   = Vt-Vr (1.4) 

where V is the so-called slant velocity measured by the instrument. In order to 
recover the velocity of the fluid (v^) the velocity of the instrument through the 
water (v^) must be known or considered negligible. 

In actual operation the sonar does not measure the acoustic return 
from a single scatterer, but rather receives energy from a sample volume com- 
posed of many scatterers. A simple Doppler system interrogates a sample 
volume in the medium with a pulsed transmission of the form 

Xo(t)   = a cos (27rf,t) G(t) (1,5) 

where 

G(t)   = ■ 
1        to<t<t^+Tp 

0        otherwise, 

fc is the carrier frequency, and Tp is the pulse duration. The received signal is 
the sum over the sample volume of contributions to amplitude and phase from 
many individual scatterers. It is convenient to refer to the region of space inter- 
rogated by the transmitted pulse using the along-beam dimension of the sample 
volume, commonly called a range gate or range bin. The signal received at time 
t after the start of transmission comes from a range gate of extent Ar =cT /2 
centered at range r =ct/2 — cTp/4 and can be expressed as (Serafin, 1975) ^ 

X(t)   = Re I   Z(t) exp[ i27rf,t ] (1.6) 

where Z(t) = S(t) exp[ i0(t) ] is the complex envelope and S(t) and </)(t) are 
the resultant amplitude and phase, respectively, of the backscattered signal. 
Since only the complex envelope is of interest, a base-banding and filtering 
operation is often used to remove the carrier frequency. 

The mean Doppler shift introduced by an aggregate of moving scatter- 
ers is related to the average velocity within the sample volume. The scatterers 
within the volume may have varying acoustic cross sections and be moving at 
slightly difl'erent speeds. As a result, the received signal does not contain a sin- 
gle Doppler shift, but rather a distribution of received power with frequency 
forming a Doppler spectrum P(f) with a power-weighted mean frequency 

00 00 

T =   /    f P(f) df / /    P(f) df (1.7) 
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Neglecting the motion of the instrument, the component of fluid velocity along 
the transmitter beam axis is given by 

V   = cT/2f,   = V .d (1.8) 

where v is the average velocity measured in the sample volume, and d is the 
unit ve'ctor in the direction of the beam. The volume-averaged slant "velocity 
(1.8) is a fundamental measurement for all Doppler systems. Knowledge of T is 
sufficient to determine V since c and f^ are known constants for a particular sys- 
tem operating in a given medium. 

Classical methods for determining the mean Doppler frequency involve 
computing the power spectrum P(f) of the complex receive signal Z(t) and 
estimating the power-weighted mean frequency from (1.7). Recently, the compu- 
tationally efficient, covariance-based mean frequency estimator (Rummler, 1968) 
has gained popularity. The covariance processing technique is described in 
Appendix B where it is shown that the power-weighted mean frequency can be 
well approximated by 

f    = (OTTT)-'  Arg [ C(r) ] (i.g) 

The function C(T) is the complex covariance function, computed from the com- 
plex envelope Z(t) using 

C(r)   = <Z(t)Z*(t+r)> (1.10) 

where the brackets imply ensemble averaging and * denotes conjugation. For a 
noise-free, symmetric Doppler spectrum T is an unbiased estimator for 7 as r 
approaches zero. In practice, the estimator performs well for covariance lags 
r <C CTg , where o^ is the bandwidth of the Doppler spectrum. The value of T 
computed from (1.9) can be used in place of 7 in (1.8) to estimate the volume- 
averaged slant velocity. 

1.3.3 The MPL Doppler sonar system 

The ADCP used in this study was developed at the Marine Physical 
Lab (MPL) of SIO and will be referred to as the MPL Doppler sonar system. In 
a typical deployment, this narrow-beam, high-power, pulse-to-pulse incoherent 
Doppler sonar uses multiple downward-slanting beams to provide profiles of 
intensity and velocity from ~ 100 m to ~ 1000 m in depth with ~ 20 m depth 
resolution and precision of order 0.01 m s~\ Details of the development and 
application of this system can be found in Slater and Pinkel (1979), Ochiello and 
Pinkel (1979), and Pinkel (1981; 1983a). The characteristics of the system as 
configured for MILDEX are summarized in Table 1.1 and described in detail 
below. 
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Table 1.1. Characteristics of the MPL Doppler sonar. A summary of the operating characteristics 
of the MPL Doppler sonar system as configured for MILDEX is shown. Values are for a sonar 
composed of a single transducer panel. For MILDEX, twenty transducer panels were combined to 
from six sonars with beams pointing in diflerent directions. 

CHARACTERISTICS OF THE MPL DOPPLER SONAR 

wavelength (cm) 2 

peak electrical power (KW) 1 

pulse repetition time (s) 2 

pulse length (ms) 30 

sampling frequency (Hz) 400 or 500 

receiver bandwidth (Hz) 195 

half-power beam width (deg) 2 

range resolution (m) 22.5 

maximum range (m) 1500 

For the MILDEX deployment, twenty separate transducer "panels" 
were configured to form six sonars operating in four, 1 kHz wide frequency 
bands. Each transducer panel is composed of 210 ceramic transducer elements 
arranged in the shape of a half-hexagon, and has dimensions of approximately 
0.36 m by 0.61 m. The half-power beam width of a sonar composed of a single 
panel is about 2°. The six sonar array, composed of two horizontally-pointed 
sonars and four downward-slanting sonars, is shown in Fig. 1.7 and depicted 
schematically in Fig. 1.3. The two horizontally-pointed sonars, made up of six 
panels each, have beams separated by 90° in azimuth and are operated in fre- 
quency bands centered at 75 and 80 kHz. The four downward-slanting sonars, 
composed of two panels each, have beams separated by 90° in azimuth and 
pointed downward at an angle of 52.5 ° from the horizontal. The four beams 
form two, co-planar " Janus" pairs with one pair having a frequency band cen- 
tered at 67 kHz and the other at 71 kHz. The sonars are mounted to FLIP's 
hull by attachment to a deck located at 36 m below the water line (Fig. 1.7). 
The horizontal sonars are mounted on the center of the deck at 36 m depth, 
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Figure 1.7. Photo of MPL Doppler sonar array. The MPL Doppler sonar array as 
configured for MILDEX is shown in a view from above and to the right of FLIP's stern while 
in the horizontal position at the dock. The twenty, half-hexagonal transducer panels making 
up the six sonars can be seen, as well as the hardware used to attach them to the mounting 
deck. The accelerometers are mounted beneath the rectangular grating in the center of the 
deck. 
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Figure 1.7. Photo of MPL Doppler sonar array. The MPL Doppler sonar array as 
configured for MILDEX is shown in a view from above and to the right of FLIP's stern while 
in the horizontal position at the dock. The twenty, half-hexagonal transducer panels making 
up the six sonars can be seen, as well as the hardware used to attach them to the mounting 
deck. The accelerometers are mounted beneath the rectangular grating in the center of the 
deck. 
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while the slant sonars are on the lower end of the deck at a depth of about 38 
m. 

During operation each sonar sends out a sequence of four pulsed 
transmissions of the form (1.5). The center frequency for each pulse is a pure 
tone separated by 300 Hz from neighboring tones, and the four tone group is 
centered within the 1 kHz bandwidth of the sonar (e.g. for the 80 kHz sonar the 
center frequencies of the four tones are 79.55, 79.85, 80.15, and 80.45 kHz). As 
configured for MILDEX, each pulse was of duration 30 ms and the four-tone 
transmission sequence was repeated every 2 s. 

For each transmission sequence, the complex envelope of the backscat- 
tered signal for each tone is sampled by the data acquisition system at an inter- 
val TQ =2.0 or 2.5 ms. In incoherent Doppler operation, the sampling interval r^ 
is much less than the pulse duration Tp =30 ms. Taking j =1, 2, 3, • • • as 
the discrete sample index, it can be seen that the returns from times j T^ and 
0+1) ^o come from a region of space which is highly overlapped for r^ <C T . 
The two successive samples have the effect of being time-delayed versions of th^e 
return    ^    from        a        common-volume        range        gate        centered at 
n. ^^ [ J'^o/2 —(Tp—ro)/4 ]. The discretely sampled complex envelope for a 
given pulse at time j r^ after transmission can be written as Z^{i T^) where 
m =1, 2, 3 • • • indicates the sequence number, and j is interpreted as the 
range index. The covariance function for a given common-volume range gate is 
computed as a function of range from successive samples of Z by 

1      M 

C(kr,, ,-j)   = — ^E    ZJjrJ   Z^*((j + k)rJ     .. (i.n) 

where k is the covariance lag index. In MILDEX covariance estimates were 
recorded for the three discrete lags given by k =0, 1, and 2. The covariance 
for lag zero (k =0) is simply the squared amplitude of the complex envelope, and 
measures the relative acoustic intensity of the backscattered signal. The covari- 
ance for lag one (k = 1) is used in the computation of the slant velocity as 
described below. Further discussion of covariance processing for incoherent 
sonar systems can be found in Appendix B. 

The covariance estimate (1.11) is the discrete analog of (1.10). The 
ensemble averaging indicated by the brackets in (1.10) is approximated by 
averaging over M sequences for one tone, as shown in (1.11), and then averaging 
over the four tones in each sequence. In MILDEX, covariance data were aver- 
aged over 4 tones and 15 sequences (30 seconds) by an array processor before 
being written to 9 track tape. Post-processing of the covariance data included 
removal of bad data using an intensity-based deglitching routine, further 
averaging to 3 minute intervals, and correction for velocity biasing at low 
signal-to-noise ratio using Xhe method described in Chapter 4. The covariance- 
based mean Doppler shift 7 is estimated as a function of range using the 3 min 
average, lag 1 covariance estimate in place of C(r) in the expression (1.9). TLe 
discretely sampled, volume-averaged slant velocity profile is computed using T 
in place of Tin (1.8) and can be written as 

^^'^^   = 1^ A'-S [ C (r„ r^) ] (1,12) 
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The two second pulse-repetition time gives a maximum range (based on 
the round-trip travel time of the pulse) of 1500 m. Due to the attenuation and 
spreading of the transmitted^ signal, the backscattered energy level decays with 
range r as approximately r ", and the maximum range is not always attainable 
before the signal is lost in the background noise of the system. Useful ranges of 
about 1300 m were obtained during MILDEX, corresponding to a depth interval 
of about 1000 m for the downward-slanting sonars at an elevation angle of ^ = 
-52.5 ° . The range resolution for the velocity profiles is determined by the pulse 
duration. For Tp =30 ms, the range resolution is Ar=cTp/2= 22.5 m 
corresponding to a depth resolution of 18 m for 6^ = -52.5 ° . 

The slant velocity observed by the instrument includes contributions 
from both the actual fluid velocity, and the relative velocity of the instrument 
through the fluid [ c.f. (1.4)]. The instrument velocity can be removed by adding 
the slant component of the drift velocity of the platform, computed from 
LORAN-C navigation, to each slant velocity profile. Drift velocities derived from 
LORAN-C navigation are accurate indicators of long-term drift, but may have 
noise variance on short time scales which is large compared to that of the 
Doppler velocities. Thus, drift correction using LORAN-C may successfully 
account for the relative velocity of the instrument, but add unwanted noise to 
the Doppler velocity estimates. An alternate method of drift correction involves 
subtracting the vertical average of the slant velocity profile from the observed 
velocity at each depth for each time step. This method is effective if the true, 
depth-averaged velocity in the water column over which the slant velocities are 
averaged is small compared to the velocity of the platform through the water. 
Comparison of FLIP's drift track computed from LORAN-C navigation and 
from progressive vectors of depth-averaged Doppler velocity (Pinkel, 1983a, and 
unpublished results from this work) show that the depth-averaged Doppler velo- 
city is an good indicator of short-term drift. The difl'erence between velocities 
corrected by adding the LORAN-C drift velocity and those corrected by sub- 
tracting the depth-averaged Doppler velocity is small compared to the magni- 
tude of the corrected velocity (Pinkel, et al., 1987). The data presented in this 
work have been corrected for platform drift by subtracting the depth-average 
Doppler velocities from the observed velocities. 

1.4 Velocity estimation 

1.4.1 The velocity estimates 

Assuming that a slant velocity estimate of the form (1.12) is available, 
it remains to interpret the slant velocity in terms of component velocities in the 
geographic reference frame. The FLIP velocity data are analyzed in a standard 
geographic tangent plane coordinate system with positive x and y axes being to 
the East and North, respectively, and the z axis being positive upwards (Fig. 
A.l). After correction for platform motion (Appendix A), the sonar beams for 
the two pairs of downward slanting sonars are considered to be in the x-z and 
y-z planes, with one beam pointing in the direction of each of the four compass 
points. The relationship of the slant velocities to the component velocities in 
geographic  coordinates  is found  by  defining the  unit  vectors for  each  beam. 

18 



SIO Reference 87-15 

With the beams separated by 90° in azimuth and at an elevation angle of 9^ = 
-52.5 ° , the unit vectors in the direction of positive slant velocity (positive 
Doppler shift) are 

E   = -cos^o^ + sin^ok    , W   = cos^^l + sin^^ k   (1.13a) 

N   = -cos^ol + sin^ok   , S    = cos^oX + sin^^ k    (l-13b) 

where |^, j , and k are the unit vectors in the East, North, and up directions, 
respectTvely. The "slant velocity estimate for each sonar is simply the projection 
of the volume-averaged component velocities onto the beam axis. The slant 
velocities at a given range expressed in terms of the component velocities are 

"^E   = ZE ■ E   = -UE COS^O + Wg sin^o 

"^w  = v^ • W   = +Uw cos^o + w^sin^o 

(1.14) 

^N   = Vjj • N   = -v^ cos9^ + Wf^ sin(9o 

^s   = Zs ■   S    = +Vs cos(9o + Wg sin6'o 

where the subscripts E, W, N, and S refer to quantities measured by the East, 
West, North, and South beams, respectively. The relationship of slant velocities 
to component velocities for the East-West beam pair is depicted in Fig. 1.8. 

The set (1.14) provides four equations and eight unknowns. Component 
velocities in the same geographic direction for different beams (e.g. Up. and u J 
cannot be considered equal in general because they come from measurements 
separated in space by the distance between the beams. However, the com- 
ponent velocities can be estimated with some assumptions about the parameters 
of the fluid process being measured. For oceanic motions, the parameter of 
importance is the aspect ratio 5 =D/L, where D is a characteristic vertical 
scale, and L a characteristic horizontal scale for the motion. The ratio of verti- 
cal to horizontal velocity is proportional to the aspect ratio. For motions with 
frequencies less than the local inertial frequency, the aspect ratio is much less 
than one and the horizontal scale L is large compared to the separation between 
the beams. In this case, the contribution of the vertical velocity in (1.14) can be 
neglected, and horizontal velocity profiles can be approximated from the slant 
velocity using 

u   ^   (-A^E - +VJ / cos6'o   , V   ^  (-V^ , +Vs) / cos^o (1-15) 

For motions in the internal wave band, the aspect ratio can be 
estimated from (Gill, 1982) 

N" — ar 6 = 
or —f- (1.16) 
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^^^^^0^0^t^f^0^^^^t^^^^^^^^l^^^^^0^^^/^^0>^^0^0^0^0^0^ fc^i^>»^^^rf^rf^ SEA 
SURFACE 

^0 = 52-5 

•" u- 

V■^     -     u^cos^Q + w^ sin^Q 

V2     -      -U2 cos^Q+Wj sin^o 

Figure 1.8. Slant velocity aa a projection. The slant velocity measured by a given sonar is 
the projection of horizontal and vertical component velocities onto the beam axis. The 
figure depicts the x-z plane, containing two downward-slanting sonar beams at 180' in 
azimuth. The sonar transducers are at a depth of 38 m below the sea surface with the 
centerline of FLIP's hull forming the bisector of the angle between the beams. Doppler velo- 
cities are taken as positive in the direction of positive Doppler shift (towards the transducer). 
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where U) J\s the wave frequency, f is the inertia! frequency, and 
N" = —gP dp/dz is the buoyancy frequency. For a sonar beam pointed 
downward with an elevation angle of 9^ < —/iS ° , the approximation (1.15) is 
quite good for frequencies up to a;=N/v2. This effect is illustrated by 
Pinkel (1981) and exploited in processing of single beam Dop-pler sonar data by 
Pinkel (1983a). As frequencies increase beyond a.; =N / v 2 the interpretation 
of data from a single slanting beam in terms of a vertical profile of horizontal 
velocity is inappropriate. 

For a multi-beam Doppler sonar in the Janus configuration, informa- 
tion from co-planar beam pairs can be used to estimate velocity components 
averaged over the horizontal extent of the array (e.g. Joyce, Bitterman, and 
Frada, 1982). This technique will properly resolve horizontal and vertical velo- 
city components as a function of depth for arbitrarily high aspect ratio as long 
as the horizontal scale L is greater than the separation between the sonar 
beams. The Janus velocity components are estimated from the sum and 
difference of the slant velocities according to 

Uj   = 
VW-VE V3 -V^ 

2 cos^o     ' ' 2 cos^o 

2sin^o     '        ^'"^ 2sinft 

(1.17) 

0 

The quantities Uj and Vj are the Janus horizontal velocities in the East and 
North directions, respectively, and Wj^, and wj^ are the Janus vertical velocities. 
The subscripts .JE and JN denote the vertical velocities computed from the 
East-West and North-South beam pairs, respectively. Substitution of the 
expressions (1.14) for the slant velocities in (1.17) shows that the Janus horizon- 
tal (vertical) velocities are equal to the average of the horizontal (vertical) com- 
ponent velocities plus an error term proportional to the difference in vertical 
(horizontal) velocity between the beams. 

1.4.2 Velocity estimation errors 

Velocity estimation errors are separated into three categories based on 
their effect on the velocity measurement: a) errors effecting measurement accu- 
racy (bias), b) errors effecting measurement precision (variance), and c) secon- 
dary errors. Errors in the first two categories are considered primary errors in 
the sense that they are inherent in the measurement system for a given 
configuration. These errors are generally treated by changing the system 
parameters. Secondary errors may effect both the accuracy and precision of the 
measurement, but are due to factors unique to the operating environment of the 
system during a particular deployment. These errors are generally treated in 
the processing of the data after collection.   Velocity estimation errors for the 
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MPL Doppler sonar are described below for each of the three categories. 

a. Accuracy. In order to accurately measure Doppler shift, the transmitted fre- 
quency of the Doppler sonar system must be precisely controlled, and the system 
electronics must be calibrated to eliminate errors due to amplitude and phase 
imbalances in the in-phase (I) and quadrature (Q) components of the complex 
envelope (Doviak and Zrnic, 1984). Laboratory calibrations of the MPL system, 
performed both before and after Jhe MILDEX deployment, indicate a measure- 
ment accuracy of order 0.1 cm s~^ This value represents the expected calibra- 
tion bias for a pure tone input signal in a noise-free environment. Another type 
of noise-independent bias which may be important is due to the "clipping" of 
the signal spectrum by the bandpass filters used in the homodyning system. 
This effect is discussed by Hansen (1985b). Using Hansen's results with the sys- 
tem parameters appropriate for the MPL Doppler sonar indicates an expected 
bias of about 5%, or 1.0 cm s ^ for a true velocity of 20 cm s~^ 

Noise dependent biases may be caused by DC offsets in the data chan- 
nels recording the I and Q signals, and by the effect of band-limited (i.e. auto- 
correlated) noise in the covariance estimate. During operation of the MPL 
Doppler sonar, correction for biasing due to DC offsets was made by computing 
the DC levels for each data channel and subtracting this value from the I and Q 
components of the complex envelope before computation of the covariance. The 
correction scheme is equivalent to that described by Underwood (1981) and is 
described briefly in Section 4.3b. Bias errors from band-limited noise can be 
important at low signal-to-noise ratio if the receiver filter bandwidth is not large 
compared to the signal bandwidth. This effect is discussed in detail in Chapter 
4, where it is shown that the covariance-based mean frequency estimate (1.9) in 
the presence of band-limited noise has the expected value 

7    = (27rr) ^   arctan 
sin (27rrr) 

cos (27iTr)  -f a (r) / SNR 
(1.18) 

where T is the autocovariance lag, T is the true mean Doppler shift, SNR is the 
signal-to-noise power ratio, and a (r) is the normalized, Jioise-to-signal covari- 
ance amplitude ratio. Values of fractional bias ( T —7 ) /7 for the MPL 
Doppler sonar can be as large as 10% to 40% for values of SNR between 10 dB 
and 0 dB (Fig. 4.5). Velocity profiles in low SNR regions were corrected for this 
type of noise biasing using the method described in Section 4.4. 

Other errors effecting measurement accuracy come from nonlinearities 
in the receiver electronics, and "coloring" of the magnitude transfer function of 
the overall receive system. Experience with the MPL Doppler sonar system has 
shown that transient nonlinearities may be important for data collected within 
6 CTjj after pulse transmission, where a^ is the -3 dB receiver bandwidth (Sec. 
4.3ai.^ For the MPL system the -3 dB receiver bandwidth is 195 Hz, giving 
6 (Jjj ~ 30 ms, a value equal to the pulse duration. In order to avoid possible 
contamination from transient nonlinearities covariance data were not computed 
within the first range gate. A receive system with a magnitude transfer function 
which is not flat or "white" with frequency causes an uneven weighting of the 
true Doppler spectrum, and may result in biasing of the estimate of the power 
weighted mean Doppler shift at low signal-to-noise ratios (Hansen, 1985b).   This 
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"coloring" effect is considered small for the MPL system in comparison to other 
bias errors. 

The ability of backscatter Doppler sonars to accurately measure water 
flow has been demonstrated under a variety of conditions. Volume-averaged 
velocity estimates from particular range gates of bottom-mounted ADCP's have 
been compared to nearby mechanical (rotor-and-vane or VMCM) current meters 
by several investigators (e.g. Mero, Appell and Porter, 1983; Pettigrew and Irish, 
1983; Appell, et al., 1985). These studies show minimum rms diff'erences between 
acoustic and mechanical velocity estimates of about 2 cm s~^ This disagree- 
ment is typically of the same order as that between two mechanical sensors. A 
profile-by-profile comparison of velocity measurements made by the MPL 
Doppler sonar system to those made by an Electro-Magnetic Velocity Profiler 
(EMVP; Sanford, et al., 1985) showed rms differences of about 2 cm s~^ (Pinkel, 
1982). These diff'erences are of the same order as the diff'erences between the 
EMVP and other velocity profiling devices (Sanford, 1982). In sum, the esti- 
mates of bias magnitudes and the results of field experiments indicate that the 
MPL Doppler sonar system can measure oceanic velocity profiles with an accu- 
racy of about 1-2 cm s~\ which is within the ability to define "sea-truth" for 
these profiles. 

b. Precision. The precision of velocity estimates from pulse-to-pulse incoherent 
Doppler sonars has been investigated theoretically by Theriault (1981; 1986). 
Theriault uses a simplified model of the scatterer field and the velocity 'field to 
derive an expression for the lower bound on velocity estimate variance. The 
model employed by Theriault (1986) involves two major assumptions: First, it is 
assumed that within the insonified volume corresponding to a range gate, the 
medium is composed of a large number of individual scatterers with a net 
reflection response (complex envelope) which can be characterized as a Gaussian 
random variable. Second, the scatterers within each range gate are considered 
to be moving with the same radial velocity, so that the resulting velocity profile 
is piecewise-constant. The model ignores efl'ects such as receiver noise (Sec. 4.3) 
and platform motion (Appendix A) which may increase velocity estimate vari- 
ance. 

With the above assumptions, it is possible to derive an expression for 
the Cramer-Rao lower bound; a theoretical lower bound on the variance of any 
unbiased estimator (Van Trees, 1968). For high signal-to-noise ratio (SNR >20 
dB) the form of the velocity estimate variance derived by Theriault is 

a^  =c2(4Na.,2Tp2)-i ^^^^^ 

where OJ^ =27rfg, f^ is the center frequency of the sonar, Tp is the pulse dura- 
tion, c is the speed of sound, and N is the number of independent estimates of 
velocity. The MPL Doppler sonar system as configured for MILDEX (Sec. 1.3.3) 
operates with center frequencies near 75 kHz and transmits pulses of duration 
30 ms. Each sonar transmits four tones every 2 s giving N = 120 independent 
samples per minute. The lower-bound slant velocity precision for a 3 min aver- 
age velocit-y estimate computed from (1.19) with f^, = 75 kHz, Tp = 30 ms, c = 
1500 m s , and N = 360 is (7^ =0.28 cm 3"^ Curves of lower-bound slant'velo- 
city precision a^ as a function of iJ^ and Tp for an averaging interval of 6 min 
are shown in Fig. 1.9. 
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SLANT    VELOCITY    PRECISION 

N= 720     (6 min) 

PULSE   LENGTH   (ms) 

Figure l.fl. Slant velocity precision. Lower-bound slant velocity precision for a, slant velo- 
city estimate is shown as a family of curves vs. frequency and pulse length. Values of tr, are 
computed according to (1.19). For the MPL Doppler sonar, with an operating frequency near 
75 kHz and pulse length of 30 ms, the standard deviation of the slant velocity estimate for 
an averaging interval of 6 min (N = 720) is (T, = 0.20 cm s"*. 
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The expression (1.19) for estimator variance can be recast in terms of a 
normalized standard deviation constant (Miller and Rochwarger   1972- Hansen 
1985a) 

*  = c (2cjJ-i   = a-'N'^ Tp a^ (1.20) 

The parameter a has been included to accommodate differences between the 
theoretical lower bound^(a = 1) and observed values of ^ {a > 1) which are 
relevant in predicting a^ for a particular Doppler system. For the MPL system 
as configured during MILDEX, the lower-bound normalized standard deviation is 
•i> = 160 cm. It remains to determine an appropriate value of a to translate 
the theoretically predicted variance of (1.19) into a representative precision for 
an operational instrument. 

The precision of velocity estimates for pulse-to-pulse incoherent 
Doppler sonars has been investigated experimentally by Pinkel (1982) and Han- 
sen (1985a). Pinkel (1982) compares observed velocity estimate variance for the 
MPL Doppler sonar to the theoretical lower bound derived by Theriault using 
two parallel beams with an elevation angle of -45 °. The resulting slant velocity 
precision, computed for several different values of Tp, was consistent with a 
value of a = 3.0. A similar analysis performed by Hansen (1985a) resulted in 
values of a between 1.25 and 2.0. Data collected during MILDEX is consistent 
with a value of a = 2.0. Based on this information, the slant velocity precision 
is estimated from (1.20) with Q' =2.0 giving 

■       a,  =2^ N-'/^ Tp-i (1.21) 

Values of estimate variance for the Janus velocity components are derived in 
terms of a^ following Theriault (1986). Using (1.21) for the slant velocity preci- 
sion, the Janus horizontal and vertical velocity precision are found from 

^u,v,   =   [V^COS^o]~'^v 

a^^ = [V2 sin ^0 1   ' 0-^        . 

where 9Q = -52.5 ° is the elevation angle of the beams. For the 3 min average 
data used as a basis for much of the work in this dissertation, the slant velocity 
precision estimated from (1.21) is (7^ =0.56 cm s~\ and the corresponding Janus 
velocity precision from (1.22) is cr^       =0.65 cm s~^ and a^  =0.51 cm s~^ 

c. Secondary errors. The important secondary measurement errors for the MPL 
Doppler sonar during MILDEX come from mechanical alignment errors, which 
primarily effect measurement accuracy, platform motion, which primarily effects 
measurement precision, and the deterministic movement of biological scatterers, 
which may effect both accuracy and precision. 

Mechanical alignment errors arise from differences between the refer- 
ence planes used to measure platform motion and the actual planes in which the 
sonars operate. The correction for velocity biases due to alignment errors is 
conveniently accomplished as a part of the correction for platform motion, and 
is described in Aj^pendix A (Sec. A.7). Initial bias errors in slant velocity 
large as 0.6 cm s     are reduced to values less than 0.1 cm s~^ after correctioi 

as 
ion. 
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Velocity measurement errors due to platform motion are discussed in 
detail in Appendix A. Errors from both translation and rotation of the observa- 
tional coordinate system from a geographic reference frame are considered. It is 
shown in Section A.5 that translation errors can be easily corrected under the 
assumption that vertical derivatives of velocity are much larger than horizontal 
derivatives in the geographic coordinate system. The translation correction 
insures that velocity estimates from a given range gate of any of the four 
downward-slanting sonars come from the same interval of actual ocean depth. 
Errors due to rotation (Sec. A.6) are most important for the Janus vertical velo- 
city estimate. Correction for rotation errors in vertical velocity is accomplished 
using the Janus horizontal velocities to estimate the horizontal velocity com- 
ponents for each beam. The rotation correction, after accounting for angle 
measurement errors due to imperfect mechanical alignment (Sec. A.9), yields a 
reduction of nearly an order of magnitude in vertical velocity variance (Table 
A.2). ^ 

The deterministic (non-random) movement of biological scatterers can 
cause errors in the measurement of velocity at isolated depths and times. The 
use of Doppler sonar for velocity measurement relies on the assumption that the 
acoustic scatterers are, on average, passively drifting with the surrounding fluid. 
Obvious exceptions to this assumption come from actively swimming nekton and 
from zooplankton executing diurnal vertical migrations. 

The acoustic returns from the 75 kHz MPL Doppler sonar come pri- 
marily from zooplankton, but occasional nekton or groups of nekton may dom- 
inate the return from a given range gate (c.f. Greenblatt, 1981). The nekton 
cannot be considered passively drifting, and may contribute a Doppler shift 
which is not representative of the fluid velocity. Range gates dominated by nek- 
ton can be identified by a large, transient increase in backscattered intensity. 
Velocity estimates at depths and times associated with these intensity "spikes" 
are considered to be contaminated by a false (non-fluid) Doppler shift. A velo- 
city correction scheme based on the elimination of velocity estimates associated 
with intensity "spikes" was implemented on the data collected during MILDEX. 
This intensity-based "deglitching" scheme was associated with a reduction of 
slant velocity variance of about 2% from a rejection of approximately 1% of the 
available velocity estimates. This correction is also presumed to increase meas- 
urement accuracy. 

The existence of vertically migrating acoustic scattering layers in the 
ocean has been recognized for some time (e.g. Hersey and Backus, 1962). These 
layers are known to be associated with the movements of marine organisms 
whose diurnal migrations are related to changes in ambient light levels. The 
extensive (100-500 m) and rapid (1-10 cm s~^) vertical movement of scatterers 
can result in a false (non-fluid) vertical velocity measurement from a Doppler 
sonar. This effect can be clearly seen when the Janus vertical velocity estimates 
from many 24 hr periods are averaged together to emphasize the diurnal migra- 
tion cycle (Fig. 3.5). The Janus horizontal velocity, in contrast, shows no indica- 
tion of the migration signal, suggesting that the horizontal scale of the scatter- 
ing layers is large compared to the separation between the beams. The vertical 
velocity of the scatterers is considered the signal of interest for the analysis in 
Chapter 3, and is shown to provide a useful characterization of migration pat- 
terns. For the analysis in Chapter 2, the vertical migration velocity is con- 
sidered a source of noise and is removed by filtering in wavenumber-frequency 
space (Sec. 2.3.2). 
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1.5 Chapter summary 

This chapter has provided an overview of data collection and process- 
ing during the MILDEX experiment. A description of MILDEX data collection 
was given in Section 1.2, with emphasis on the velocity measurements made with 
a multi-beam Doppler sonar deployed on the R/P FLIP. The data of interest 
for this dissertation were collected from four downward-slanting sonars operated 
during a 17 day period while FLIP drifted over some 200 km from a starting 
position near 34° N, 127° W. The azimuthal orientation of the platform was 
controlled by a hull-mounted thruster which maintained the ships heading to 
within about 1 ° of a desired value during the majority of the experiment. The 
tilt of the platform was measured by accelerometers. The accelerometer meas- 
urements were used to correct for tilt-induced errors in the Doppler velocity esti- 
mates. 

A brief historical review of Doppler sonar applications, and an intro- 
duction to Doppler sonar operation was provided in the third section. Special- 
ized Doppler sonars useful for oceanographic current measurements were intro- 
duced in the late 1970's. Several types of acoustic Doppler instruments have 
recently become available for use by the general oceanographic community. A 
summary of Doppler sonar fundamentals provided the background for discussion 
of the MPL Doppler sonar and its configuration during MILDEX. The MPL 
Doppler sonar is a narrow-beam, high-power system operated in a pulse-to-pulse 
incoherent mode, and provides profiles of backscattered intensity and slant velo- 
city from ~ 100 m to ~ 1000 m in depth with ~ 20 m depth resolution. 

The nature of slant velocity and component velocity estimation from a 
multi-beam Doppler sonar was discussed in the last section. The velocity data 
from each beam may be used separately or in combination depending on the 
desired application. The benefits and disadvantages of several velocity estima- 
tion techniques, including the popular " Janus" technique, were briefly reviewed. 
Velocity estimation errors come from several sources. These errors were dis- 
cussed in terms of primary errors, inherent in the instrument for a given system 
configuration, and secondary errors, unique to the operating environment during 
a particular deployment. As configured for MILDEX, the MPL Doppler sonar 
can be expected to measure the oceanic velocity field with accuracy of 1-2 
cm s and precision of about 0.6 cm s~^ after 3 min of averaging. Secondary 
errors, which may reduce the accuracy and increase the variance of the velocity 
estimates, are treated in the post-processing of the data. 
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CHAPTER n 
THE MEASUREMENT OF REYNOLDS STRESSES 

ASSOCIATED WITH INTERNAL WAVES IN THE OCEAN 

2.1 Introduction 

Internal waves are viewed as a potentially important mechanism for 
the vertical mixing of momentum in the ocean (Garrett, 1979; Munk, 1981), but 
the nature of internal wave momentum transfer processes is not well established. 
Understanding the transfer of momentum by internal waves is important in 
determining the dynamic balance leading to the observed oceanic internal wave 
spectrum (Olbers, 1983; Muller, et al., 1986), and is necessary for the proper 
parameterization of internal wave processes in terms of large-scale flow charac- 
teristics (e.g.^ vertical eddy viscosity, Muller, 1976). In fact, it has been sug- 
gested that "determining how to parameterize the efl'ects of internal waves on 
low-frequency flows remains the central oceanographic problem associated with 
internal waves" (Garrett, 1984). 

Understanding the role of internal waves in vertical momentum 
transfer ultimately rests with the measurement of the covariance between 
fluctuating velocity components (Reynolds stresses) in the internal wave field, 
and determining their relationship to the large-scale flow. The Reynolds stress 
tensor for a fluctuating velocity field is formally written Xjj = p^ u^Hy where p^ 
is the reference density and the primes denote fluctuating quantities. In this 
study, attention is focused on the tangential stresses (i=7^j) which contain the 
vertical component of velocity ( i.e. p^ iPw' and p^ vW'). These stresses are 
associated with a vertical transport of horizontal momentum and are termed 
the vertically-acting stresses. Direct measurements of vertically-acting Reynolds 
stresses associated with internal waves are few, with those of Ruddick and Joyce 
(1979) and Frankignoul and Joyce (1979) comprising the only well documented 
examples. These investigators report stresses which are of marginal significance 
relative to statistical error, and find no evidence of a relationship between inter- 
nal wave stresses and large-scale shears which would be indicative of a wave- 
induced vertical eddy viscosity. 

In this chapter, estimates of the vertical flux of horizontal momentum 
due to internal waves are made by the direct measurement of Reynolds stresses 
in the oceanic velocity field. The stress measurement technique used in this 
study exploits the ability of Doppler sonar (Pinkel, 1980; 1981) to simultaneously 
measure the contributions from horizontal and vertical velocity components 
within a small averaging volume. Multiple downward-slanting sonar beams are 
used to separate the contribution of the velocity component cross-covariances 
u'w' and v'w' from a product of slant velocities which also includes the auto- 
covariances {vjf , (yf and {v/f. This technique, described in Section 2.3.1, 
improves  on  previous stress  measurements  by  eliminating  errors  inherent  in 
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estimating w from an approximate heat equation (Ruddick and Joyce, 1979). 
The Doppler sonar provides profiles of slant velocity over depths of order 1 km 
with depth resolution of _about 20 m, allowing estimation of the mean-flow 
shears djd^ u and djd^ v, as well as the stress divergences djdz (tTw') and 
djdz (v'w'). Estimates of mean-flow shear from vertical profiles of horizontal 
velocity represent an improvement over estimates made from a small number of 
vertically separated velocity measurements. The stress divergence is a funda- 
mental term in the equations describing wave vs. mean flow interaction (Sec. 
2.2.1), but has not been measurable using previous techniques. 

A key aspect of this study which is different than that of previous 
investigations is the separation of the fluctuating part of the velocity field from 
the mean part. In this study, the fluctuations are separated in both vertical 
wavenumber and frequency using a filter which passes wavenumbers greater 
than 7 cpkm and frequencies greater than 0.2 cph. In previous work, the 
fluctuations have been separated only in frequency. The ability to make this 
more restrictive separation of the fluctuating part of the velocity field comes 
from the additional information provided by the Doppler sonar measurements as 
compared to the traditional current meter measurements used by Ruddick and 
Joyce (1979) and Frankignoul and Joyce (1979). The latter measurements pro- 
vide velocity information only for isolated depths as a function of time, and the 
separation of mean and fluctuating parts can only be done in frequency. For the 
Doppler sonar measurements, time series of velocity are obtained for a continu- 
ous set of depth bins, and the fluctuating part can be separated in both vertical 
wavenumber and frequency. Thus, the Reynolds stresses investigated here are 
those associated with high-vertical wavenumber, high-frequency internal waves. 

Emphasis in this study is placed on estimating the magnitude of wave- 
induced stresses and determining their relationship to the low-frequency, 
"mean" flow. Assuming that the high-frequency portion of the internal wave 
field is responsible for the majority of momentum transfer (Ruddick and Joyce, 
1979), the "mean" flow can be interpreted as including both the mesoscale 
(Miiller, 1976) and the low-frequency portion of the internal wave field (Brout- 
man, 1982). The duration of the experiment (17 days) is not suflTicient to explore 
the relationship of internal wave stresses to the mesoscale flow. Instead, the 
relationship of stresses associated with high-frequency (0.3 to 1.0 cph) internal 
waves to the velocity field in the sub-inertial and near-inertial bands (0.01 to 
0.10 cph) is considered. Correlations between stress and mean-flow shear which 
could arise from a wave-induced vertical eddy viscosity, like that proposed by 
Miiller (1976), are investigated, as well as correlations between stress divergence 
and mean-flow acceleration which could arise from critical layer (Booker and 
Bretherton, 1967) or refractive convergence (Broutman, 1982) processes. 

A brief discussion of internal waves in a slowly-varying mean flow is 
given in Section 2. Equations for the mean flow and the internal wave fluctua- 
tions are presented. Simplified examples are used to demonstrate the form of the 
wave-induced stress and the efl"ect of the stress divergence on the mean flow. 
The results of previous studies of internal wave stresses, both theoretical and 
observational, are reviewed. In Section 3 the method of stress measurement is 
described,   along   with   an   explanation   of   data   analysis   procedures   and   an 
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evaluation of error sources. The results of stress measurements made during a 
17 day experiment in the eastern North Pacific (34° N, 126° W ) are presented 
and discussed in Section 4. Stress values are reported in units of cm^ s~^, 
equivalent to units of dyn cm~^ for a reference density of p^ =1.0 gm cm"^. It 
is shown that observed values of vertically-acting stress are of marginal 
significance relative to statistical error, indicating a high degree of vertical sym- 
metry in the high frequency internal wave field during the experiment. No evi- 
dence is found of a correlation between internal wave stresses and mean-flow 
shear. There is weak evidence of a correlation between stress divergence and 
mean-flow acceleration.  The chapter is summarized in Section 5. 

2.2 Background 

2.2.1 Internal waves in a slowly-varying mean flow 

The starting point for discussion of wave vs. mean flow interaction is 
the equations of motion for an incompressible, inviscid, rotating, stratified fluid 
subject to the Boussinesq approximation. The flow is described in terms of the 
vector velocity field u = ( u, v, w), the pressure p, representing the departure 
from the (hydrostatic) reference pressure, and the buoyancy b = — gp/p^, 
where g is the acceleration of gravity, p^ is the reference density, and p is the 
departure from the reference density. Each of the parameters for the total flow 
is separated into a slowly-varying mean part [e.g. u~ = ( u, v, w) ] and a 
fluctuating part [ u ' = ( u', v', w') ] by choosing a space-time averaging scale 
which is intermediate between the scale of the mean flow and that of the 
fluctuations. For purposes of simplification, the mean-flow amplitude is taken to 
be 0(a*-) compared to the fluctuations which are 0(a), where a <; 1. This 
small amplitude assumption results in the O(a^) mean-flow equations 

a^u - f V + p-^ a^p = -a^(^) -ay(iiv) - <9,(nv)     (2.1a) 

d^Y -f        f      U +        P-^       SyP = -a^(^)       -ay(y2)      -5,(y^) (2.1b) 

(9tw  - E + p-^ a,p  = -5^(1?^)  - dy{^PW')  - a^(v2)     (2.1c) 

d^^ + N2 w = -d^{^') ~dy{W) -a,(^^) (2.id) 

d^  + dyV   + a^w   =0 (2.1e) 

where f   is the coriolis parameter,   N^   = —g/p^d^p   = d^h   is the buoyancy 
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frequency, and the notation d^ represents partial differentiation with respect to 
the subscripted variable (e.g. d^h = (9b/(9z ). These equations are similar to 
those _of Miilier (1976, eq. 2.10 and 2.11), but here the advective terms ( iT 
. V u ) are 0( a ) and can be neglected, and the "wave-induced pressure" has 
not been separated from the total pressure field. 

The fluctuating part of the velocity field is restricted to be a linear 
(a <C 1) wave field of high frequency (u; > f ) and high vertical wavenumber ( 
k^ > H , where H is the vertical scale of the mean flow ). In this case, the 
mean flow can be considered slowly varying compared to the fluctuations, and 
the 0(a) equations for the fluctuations, obtained by subtracting the mean-flow 
equations from the total flow, are simply the internal wave equations 

a^u'   - f V'   + p^-1 <9^p'   = 0 (2.2a) 

d^v'   -1- f u'   + p^-^ dyp'   = 0 (2.2b) 

a^w'   - b'   -f p^-^ a,p'   =0 (2.2c) 

ab' + N2 w' =0 (2.2d) 

d^n'   + dyV'   + a^w'   = 0 (2.2e) 

The slowly-varying approximation for the mean flow allows the wave 
field to be defined locally by solutions to (2.2), but to have amplitude, 
wavenumber, and frequency which evolve slowly over the scales of the mean 
flow. This is the standard WKB approximation (Gill, 1982) and is essential to 
most wave vs. mean flow interaction theories including those of Booker and 
Bretherton (19C7), Bell (1975), Muller (1976), and Broutman (1982). 

The terms on the right hand side of the mean-flow equations (2.1) 
represent the 0( a^ ) forcing by the fluctuations which are internal wave solu- 
tions to (2.2). For a quasi-geostrophic mean flow, the wave vs. mean flow 
interaction can be succinctly described by forming the potential vorticity equa- 
tion (Muller, 1976). The forcing terms in the quasi-geostrophic potential vorti- 
city equation appear as the curl of the divergence of an "interaction stress ten- 
sor" which includes a wave-induced momentum flux and a wave-induced buoy- 
ancy flux. The relative contributions of the momentum flux terms (Reynolds 
stresses) and buoyancy flux terms have been examined in detail by Ruddick 
(1977). The principal results are given here in the context of a difi'erent, and 
simpler problem described by Mclntyre (1980). Mclntyre considers a special case 
of the wave vs. mean flow interaction problem given by (2.1) and (2.2) wherein it 
is assumed that the mean flow is x-invariant { d^[ ] = 0 ) and that only a sin- 
gle internal wave group isj^resent with horizontal wavenumber vector aligned 
with  the  x-axis  ( uV   = v'w'   = w^   = 0 ).    The  interesting dynamics  are 
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now contained  in  the x-momentum  equation,  the  mass conservation equation 
and the continuity equation which are (Mclntyre, 1980) 

a^u -f V   = -a,(l?^) (2.3a) 

N^w   = -ay(yF) (2.3b) 

(9yV   + a^w   = 0 (2.3c) 

The wave-mduced buoyancy flux in (2.3b) drives an ©(a^) vertical velocity 
w = -N - (9y(yF) which is coupled to (2.3a) through the "degenerate" con- 
tinuity equation (2.3c) and results in an x-momentum equation of the form 

d^u   = -d^{ Ww'   — f N~2 v^ ) (2.4) 

This somewhat restrictive example is used by Mclntyre to emphasize that the 
stress whose divergence is in balance with the mean-flow acceleration is com- 
posed of two parts, a Reynolds stress u'w' and a buoyancy flux v^. 

Ruddick (1977) derives the relationship between Reynolds stress and 
buoyancy flux for linear internal waves as v'F = f N^ UF"^ ipw' so that (2.4) 
can be rewritten 

<5tu   = -(9, [ (1 -f- a;-2) IT^ ] (2.5) 

The ratio of Reynolds stress to buoyancy flux terms goes like f'/or, where co is 
the frequency of the waves generating the stress. In general the Reynolds stress 
is insufficient to describe the internal wave forcing of the mean flow. For the 
analysis presented in this chapter, however, stresses generated by internal waves 
with frequencies a; > 5f are considered. In this case, the contribution of the 
buoyancy flux terms will be less than 4% of the Reynolds stress terms and the 
wave-induced stresses can be considered to be fully described by the Reynolds 
stresses. 

2.2.2        Estimates and observations of wave-induced stresses 

There is little precedent for estimating the magnitude of the 
vertically-acting Reynolds stresses associated with internal waves in the ocean. 
Some idea of stress magnitude can be obtained by considering the relationship 
between stress and shear in a gradient transport equation 

= \ d^u (2.6) 

where u'w' is the wave-induced stress, A^ is the vertical eddy viscosity, and   d„n 
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is the mean-flow shear. For an ocean with A^ =1.0 cm^ s~^ and mean-flow 
shears of^lO^ to 10~^ s~\ the balance (2.6) would give stresses of order 10"^ to 
10 cm" s ~. This estimate is fraught with conceptual difficulties regarding the 
validity of (2.6), the appropriateness of A^ = 1 cm^ s~\ and the tacit assump- 
tion that the internal wave field supports the majority of oceanic momentum 
flux. Despite these problems, this rough estimate is sufficient to show that 
vertically-acting internal wave stresses on the global scale (averaged over clima- 
tological time scales and spatial scales on the order of ocean basins) are prob- 
ably so small that they are unmeasurable using present techniques. 

Rather than concentrate on the global scale, it is of interest to consider 
internal wave stresses on the local scale (space and time scales comparable to 
the scales of the internal wave field) where isolated generation and dissipation 
processes have not been averaged out. On the local scale stress magnitudes 
may be substantially larger than the 10"^ to 10"^ cm^ s~^ estimated for the 
global scale, and may be measurable. One of the earliest estimates of the mag- 
nitude of internal wave stresses on the local scale comes from Bell (1975). Fol- 
lowing the development of Bretherton (1969), Bell considers stresses due to inter- 
nal waves generated by a steady flow over the topography of the ocean bottom. 
For a steady flow of 4 cm s~^ over abyssal hills with a prescribed (from meas- 
urement) horizontal wave number spectrum. Bell computes a wave-induced 
stress of 0.5 cm   s~". 

Ruddick (1980) estimates the maximum stress which could be supported 
by an internal wave field with a spectrum like that of Garrett and Munk (1972; 
1975) which encounters critical layers (Booker and Bretherton, 1967). Using the 
Garrett and Munk model to specify the energy density spectrum of the wave 
field, Ruddick allows vertical asymmetry (not considered in the Garrett and 
Munk model) while always maintaining the same spectral shape. As an extreme 
example, it is assumed that all of the waves in the spectrum are propagating in 
one direction, and the change in the momentum of the mean flow which would 
arise if the waves encountered a critical layer is computed. The fraction of the 
waves which "go critical" is a function of the mean-flow speed and hence the 
stress estimates vary with the mean horizontal velocity u from a value of about 
0.02 cm' s~2 for   u   = 5 cm s~^ to 0.20 cm^ s"^ for   u   = 50 cm s~\ 

Theoretical work on the interaction of a weakly nonlinear internal 
wave fleld with a quasi-geostrophic mean flow has been done by Miiller (1976). 
The efi'ect of the mean flow on the wave field is treated as a small perturbation 
to an otherwise vertically symmetric and horizontally isotropic equilibrium 
internal wave spectrum. The analysis assumes that nonlinear wave-wave 
interactions act to rapidly "relax" the perturbed spectrum back to its equili- 
brium state. If relaxation processes are rapid compared to the typical propaga- 
tion times of internal wave groups, Miiller's theory predicts a linear relationship 
between the internal wave stress and mean-flow shear of the form (2.6) and 
allows evaluation of A^. The most important result of Muller's work is the 
prediction of a wave-induced vertical eddy viscosity which is quite large 
(Av_^~j4 X 10 cm- s ), indicating that for typical mean-flow shears of 10"^ to 
10     s     the internal wave stresses would be of order 0.4 to 4.0 cm^ s""^.   It is 
(Av_^~j4 X 10   cm- s    ), indicating that for typical mean-flow shears of 10"^ to 
10     s     the internal wave stresses would be of order 0.4 to 4.0 cm^ s""^.   It 
now believed (McComas and Bretherton, 1977; Miiller, et al, 1986) that Miiller s 
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original estimate of A^ is too large by one to two orders of magnitude. The 
resulting estimates of internal wave stresses are correspondingly reduced to 
order 0.04 to 0.4 cm'^ s~^. 

The original estimate of vertical eddy viscosity by Miiller (1976) was 
surprisingly large, and motivated several experiments which attempted to meas- 
ure vertically-acting internal wave stresses, mean shears, and the correlation 
coefficient between them which would represent A^. The principal measure- 
ments are those of Ruddick and Joyce (1979) and Frankignoul and Joyce (1979), 
the former using data collected during POLYMODE and the latter using data 
from IWEX (Briscoe, 1975). Both investigations use the same technique to esti- 
mate internal wave stresses: Horizontal velocity components are measured 
directly from current meter data, and vertical velocities are estimated from the 
time rate of change of temperature and the vertical temperature gradient using 
an approximate heat equation 

w   ^   5,T ( d,T )-i (2.7) 

The cospectrum of horizontal and vertical velocities is then computed and 
summed over the high-frequency internal wave band, giving an estimate of 
wave-induced stress. Ruddick and Joyce (1979) give a critical assessment of 
errors in stress which arise from the estimate (2.7) of vertical velocity and find 
errors due to finestructure contamination which are of the same order as the 
statistical uncertainty. For a 75 hr average stress estimate, the combination of 
finestructure contamination, statistical uncertaintv, and other errors gives and 
expected error standard deviation of 0.08 cm^ s~^. Considering the variabilitv 
of the observed stresses [ mean ~ 0.003 cm^ s~^, std. dev. ~ 0.04 cm^ s , 
(Ruddick, 1977) ] compared to the expected errors shows that few of the 
observed stresses are significantly different from zero. Despite a smaller contri- 
bution from finestructure contamination, due to better measurements of the 
temperature gradient, Frankignoul and Joyce (1979) also find that observed 75 
hr average stresses in the high-frequency internal wave band cannot be dis- 
tinguished from zero. 

The estimates and observations of wave-induced, vertically-acting Rey- 
nolds stresses described in this section are summarized in Table 2.1. Due to the 
rather extreme examples used for the theoretical estimates, and the statistical 
uncertainty of the observations, these values should be considered representative 
of the maximum stress likely to be supported by the internal wave field. The 
available evidence (excluding Miiller's original overestimate) is consistent with 
vertically-acting internal wave stresses of order 0.02 to 0.5 cm' s~^ on the local 
scale where internal wave generation and dissipation processes are active. One 
of the goals of this paper is to evaluate the feasibility of using multi-beam 
Doppler sonar to make direct measurements of internal wave stresses on the 
local scale. 
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Table 2.1. Estimates and observations of wave-induced stresses. Estimates of the magnitude of 
vertically-actmg Reynolds stresses S = u'w' from several theoretical investigations, and observa- 
tions of the standard deviation (TJ of 75 hr average stresses from two experiments are summarized. 
All values come from published work except those of Muller, where mean shears of 10~* to 10~® 
s~' are used to translate eddy viscosities to stress values, and Frankignoul and Joyce, where 
values are estimated by the author from published plots of observed stress vs time 

Estimates and Observations of Wave Induced Stresses 

Estimates S,em^s-^ 

Bell, 1975 0.5 

Ruddick, 1980 0.02 to 0.2 

Muller, 1976 0.4 to 4.0 

Muller, 1977 0.04 to 0.4 

(see Mc Comas and Bretherton, 1977) 

Observations (75 hr avg) <7,,cm' a"' 

Ruddick and Joyce, 1979 0.04 

Frankignoul and Joyce, 1979 0.02 

2.3 Methods 

2.3.1 Stress measurement using multi-beam Doppler sonar 

The technique used to estimate the vertically-acting Reynolds stresses 
IS based on the fact that the "slant" (radial) velocity variance from a single 
sonar beam contams contributions from the component cross-variance \jJw' as 
well as the auto-covariances (V^ and {^. The cross-covariance can be 
evaluated by combinmg the velocity information from two, co-planar beams 
under the assumption of either horizontal homogeneity or horizontal coherence 
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of velocity components. The technique is similar to that described by Lhermitte 
(1983) and Lhermitte and Poor (1983), with the primary difference being one of 
scale. While Lhermitte considers slant velocity variance measured over time 
scales of seconds and spatial scales of centimeters, the method used in this study 
considers slant velocity variance measured over time scales of hours and spatial 
scales of tens of meters.  The latter method is described below. 

The first step in generating a stress estimate is to separate time series 
of volume-averaged slant velocity into mean and fluctuating parts V =V +V', 
where V is as in (1.8) and the overbar represents the same conceptual averaging 
time as in (2.1). In this study, the scale separation is done by wavenumber- 
frequency filtering of the velocity field, described in the next section. The 
fluctuating part of the slant velocity can be interpreted as the projection of the 
fluctuating velocity components into the beam axis (c.f. (1.14) and Fig. 1.8). For 
a pair of beams in the x-z plane, at an elevation angle OQ from the horizontal, 
this gives 

V'E   = -U'E COS^O+w'Esin^o (2.8a) 

V'^  = 4-u'wCos ^0+w'^sinl9o (2.8b) 

where subscripts E and W denote quantities measured by the East- and West- 
pointing beams, respectively.  The variance of the slant velocities (2.8) is 

^E'   = (U'E)" COS-^O   + (W'E)- siir^o   - 2 H^^ sin^o COS^Q (2-9a) 

<^J   = (u'w)" cos^^o   + (w'w)" sin-^o   + 2 u'^w'^ sin^o COS^Q    (2-9b) 

Since the variances (Jg and a^ are computed from a time series com- 
posed of many samples of volume-averaged velocity, they represent fluctuations 
with spatial scales greater than the insonified volume of the sonar and time 
scales greater that the time required to make a single estimate of V. In con- 
trast, the variance a^ discussed by Lhermitte (1983) is computed from the width 
of the Doppler spectrum associated with a single measurement of volume- 
averaged velocity, and represents fluctuations with spatial scales less than the 
insonified volume of the sonar and time scales less than the measurement inter- 
val of v. 

The velocity components contributing to the variances in (2.9) cannot 
be considered equal in general because they come from measurements separated 
in space by the distance between the beams (hence the subscripts E and W). 
However, if the wave field is horizontally homogeneous, then the statistics of the 
velocity components will be identical for each beam. Dropping the subscripts on 
averaged quantities on the right-hand side of (2.9) under the assumption of hor- 
izontal homogeneity, the component cross-covariance in the x—z plane can be 
evaluated from 

•^w^   ~ CTE^   =4 sin6'Q cos6'o ¥w' (2.10) 
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Using an analogous argument for the slant velocities measured by the North and 
South beams gives the cross-covariance in the y—z plane from 

^s^   - ^N^   =4 sin6'o cosfJo vV (2.11) 

If the fluctuating velocity field is of large enough spatial scale to be coherent 
over the horizontal distance separating the beams, then the cross-covariances 
can be estimated from (2.10) and (2.11) without the assumption of horizontal 
homogeneity. 

Doppler sonar measurements of the vertically-acting Reynolds stresses 
are given in (2.10) and (2.11) in terms of the difi'erence between the slant velo- 
city variance from two beams. This is consistent with previous work (e.g., Lher- 
mitte, 1983) and is sufFicient to understand the results presented in this chapter, 
but it has been found that a completely equivalent description of Doppler sonar 
stress measurements in terms of the Janus velocities (Sec. 1.4.1) can also be use- 
ful. Consider the Janus horizontal and vertical fluctuating velocities for the 
East-West beam pair given by [c.f. (1.17)] 

V'     — V',, V     -I- V 

"'  -      2 cosOo ■     -"-  =      2 sin«„ f^'^) 

The subscript JE denotes the Janus velocity computed from the East-West beam 
pair, and is used to -distinguish the vertical velocity in (2.12) from the 
corresponding quantity computed from the North-South beam pair. By substi- 
tuting the expressions (2.8) into (2.12) it can be shown that the average product 
of the Janus components is equal to the difi'erence between the slant velocity 
variances (2.9b) and (2.9a), except for a multiplicative constant. Thus, under 
the assumption of horizontal homogeneity (or horizontal coherence) for velocity 
components, the cross-covariances in (2.10) and (2.11) can be evaluated from the 
Janus velocities using 

u'jW'jE   = (4 sin^o cos^o ) M ^w^   - O^E^ ]   = u'w' (2.13) 

v'jW'jN   = (4 sin^o cos^o ) M ^s^   " C^N" ]   = v'w' (2.14) 

The   description   of  Doppler   sonar   stress   estimation   in   terms  of  the   cross- 
covariance of Janus velocities is adopted in the remainder of the chapter. 
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2.3.2        Data analysis procedure 

The velocity data of interest for this study were collected during the 
Mixed Layer Dynamics Experiment (MILDEX) using a multi-beam Doppler sonar 
deployed on the R.P. FLIP of the Scripps Institution of Oceanography. Data 
were collected over a 17-day period from Julian day 300 through 316 of 1983 
while FLIP drifted over an approximately 1 ° square area in the eastern North 
Pacific, centered at 34° N, 126° W (Fig. 1.2). The Doppler sonar stress meas- 
urements were made using four sonars mounted at a depth of 38 m on FLIP's 
hull with beams pointing downward at an angle of 9Q = — 52.5° from the hor- 
izontal (Fig. 1.3). The four downward-slanting sonars were composed of trans- 
ducer panels with dimensions of approximately 0.36 m by 0.61 m and a -3 dB 
beam width of about 2 ° . The sonars were mounted with each beam separated 
by 90° in azimuth from neighboring beams. An azimuth control system was 
used to maintain the beam orientations so that the four beams formed two 
Janus pairs aligned along the North-South and East-West axes of a standard 
geographic coordinate system (Appendix A). One Janus pair was operated at a 
center frequency of 67 kHz, the other at 71 kHz. 

The sonars provide estimates of water velocity from measurement of 
the Doppler shift in the backscattered energy from targets (primarily zooplank- 
ton; see Ch. 3) in the water column. During operation, each sonar sends out a 
sequence of pulsed transmissions of duration 30 ms at intervals of 2 s. The 2 s 
repetition time gives a maximum range (based on the round-trip travel time for 
the pulse) of 1500 m, but due to the decrease in signal-to-noise ratio with 
increasing range, the useful range was reduced to about 1300 m (1000 m depth). 
The depth resolution of the sonar velocity measurements is set by the duration 
of the transmitted pulse and is equal to 18 m for the 30 ms pulses used during 
MILDEX. The precision of the sonar velocity estimates can be computed from 
(1.21) and (1.22). After taking into account the reduction of variance due to 
wavenumber-frequency filtering (see below), the precision of 12 min average hor- 
izontal and vertical Janus velocity estimates is 0.28 cm s~' and 0.21 cm s~^, 
respectively. 

The autocovariance of the complex envelope of the backscattered sig- 
nal was computed as a function of range according to (1.11) for 30 s averaging 
intervals and recorded on tape during the experiment. Post-processing of the 
covariance included the removal of bad data using an intensity-based deglitch- 
ing routine (Sec 1.4.2), further averaging to three-minute intervals, and correc- 
tion for biasing at low signal-to-noise ratio (Sec. 4.4), before computation of the 
volume-averaged velocity using (1.12). The three-minute average slant velocity 
profiles were then corrected for platform motion using the method described in 
Appendix A. The effect of FLIP's drift was removed by subtracting the vertical 
average of the slant velocity profiles from the observed velocity at each depth 
for each time step. To the extent that the true, depth-averaged velocity in the 
water column over which the slant velocities are averaged is small compared to 
the velocity of FLIP through the water, this method has the same efl'ect as 
adding the drift velocity of the platform to each profile (see discussion in Sec. 
1.3.3).   The temporal mean velocity for the 17-day measurement interval was 
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also removed at each depth. 

A segment of the depth-time array of slant velocity for the North beam 
computed using the steps outlined above is shown in Figure 2.1. Velocity 
fluctuations with periods from tens of hours to several minutes can be seen. 
Two of the primary error sources in the stress measurements can also be 
identified; velocity "spikes" due to the vertical migration of biological scatter- 
ers, and high frequency noise generated by the orientation system during high 
wind conditions. Errors in vertical velocity due to vertical migration (see Fig. 
2.2), and occasional noise bursts at the deepest depths combine to make the 
upper and lower limits of the depth interval unsuitable for stress measurements. 
Thus, only the subset of depths indicated m Fig. 2.1 were ultimately used in the 
analysis. 

For application to the measurement of high-frequency internal wave 
stresses, the slant velocity data for beam pairs aligned with the North-South 
and East-West axes are combined to form the Janus velocities (1.17). The Janus 
velocities are subsampled at half-depth bin intervals (8.9 m), averaged to 12 min 
in time, and set up as a 128 X 2048-point depth-time array covering depths from 
roughly 60 m to 1160 m and a time interval of 17 days. A segment of the 
depth-time array of Janus horizontal and vertical velocity for the North-South 
axis is shown in Fig. 2.2. The depth-time array for each of the four Janus velo- 
cities (1.17) is then Fourier-transformed into wavenumber-frequency space and 
subjected to a high-pass filter which passes frequencies OJ >0.2 cph (period <5 
hr) and vertical wavenumbers k^ >7 cpkm (wavelength <140 m). This filtering 
operation serves as the scale separation for the velocity field and also provides 
very efi'ective rejection of the vertical migration signal which would otherwise be 
found in the Janus vertical velocity. 

The fluctuating part of the velocity field is defined as the high- 
wavenumber, high-frequency portion of the original data which is passed by the 
filter, and the mean part is the original data minus the fluctuating part. Due to 
this definition of mean and fluctuations, the mean flow contains not only low- 
wavenumber, low-frequency energy, but also some high-wavenumber energy (at 
low frequency), and some high-frequency energy (at low wavenumber). In all 
subsequent analysis, except that involving relationships between fluctuating 
Janus components, the data for both mean and fluctuating fields are in the low- 
frequency band (w < 0.2 cph), so that the high-frequency portion of the mean 
field is eliminated. No depth averaging of the mean or fluctuating fields is done, 
however, so the high-wavenumber portion of the mean field remains. This 
makes little difl'erence in analyses involving the mean velocity, which is dom- 
inated by low-wavenumber energy at low frequency (Fig 2.3a), but allows for the 
presence of mean-flow shear at low frequency which may be concentrated at mid 
to high wavenumbers in the internal wave band (Fig. 2.3b). 

In the first part of the data analysis, the nature of vertically-acting 
internal wave stresses is explored using the fluctuating part of the data, both in 
the depth-frequency domain and in the depth-time domain. In the frequency 
domain, the cross-spectra of Janus horizontal and vertical velocity components 
is computed in the frequency band from 0.3 to 1.0 cph. Significant coherence in 
the   high-frequency   band   indicates   a   degree   of  relatedness   between  velocity 
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Figure 2.1. Slant velocity lime series. Slant velocity measured by the North beam is shown as a function of depth and 
time for a 4.3 day segment near the middle of the 17 day data analysis period. The velocity scale is correct for the first 
time series, with successive lines offset by -6 cm s~*. Dashed lines on the depth axis enclose the interval from 332 m to 
689 m where stress estimates were computed. Shaded boxes on the time axis represent intervals near dawn and dusk 
where the slant velocity is influenced by the vertical migration of biological scatterers. High frequency variability below 
700 m on day 311 is due to noise from the orientation system. 
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Figure 2 2. Janus velocity time scries. Depth-time arrays of horizontal (top) and vertical 
(bottoni) Janus velocity components computed from the North and South sonar beams are 
shown for the same segment as in Fig. 2.1. These velocities represent the Janus components 
before the separation into mean and fluctuating parts. Velocity 'spikes' from the vertical 
migration of scatterers seen faintly in Fig. 2.1, are obvious in the Janus vertical velocity and 
notably absent m the Janus horizontal velocity. The data in this figure have been smoothed 
over 30 mm in time and averaged over 2 depth bins (36 m). 
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Figure 2.3. Velocity and shear spectra. Cross-sections of vertical wavenumber-frequency 
spectra at 1, 2, 4, 8, 16, 32, and 64 cpd for horizontal velocity (a, from Pinkel, 1984) and hor- 
izontal velocity shear (b, from Pinkel, 1985) are presented. The spectra show the 
downward-propagating part of the wave field (positive k.) for a single velocity component, 
and represent the energetic portion of the spectra observed by Pinkel (1984; 1985). Dashed 
lines on the shear spectra are for the observed spectra before correction for measurement 
noise. 
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components. Phase near 0° or 180° where coherence is signiflcant implies domi- 
nance of the cospectrum over the quadrature spectrum, to be expected in the 
presence of ray-lilce internal waves which contribute to a net stress. Phase near 
plus or minus 90 ° where coherence is significant implies dominance of the qua- 
drature spectrum, expected in the presence of mode-like waves with no net 
stress. The frequency domain analysis is most sensitive to stresses which are 
persistent throughout the observation interval, although they may be small in 
magnitude. In the time domain, the covariance of the fluctuating Janus veloci- 
ties is formed according to (2.13) and (2.14) for averaging intervals between 5 hr 
and 76 hr. The zero-lag covariance corresponds to the frequency-integrated cos- 
pectrum, and values of covariance which are large relative to statistical error 
imply significant stresses. The time domain analysis is most sensitive to stresses 
which are large in magnitude, but may be of limited duration. 

The relationship between internal wave stresses and the mean flow is 
investigated in the depth-frequency domain. First, the cross-spectra of stress 
and mean-flow shear is computed in the low frequency band (0.01 to 0.1 cph). 
Significant coherence between stress and mean-flow shear with phases near 0° 
would indicate a linear relationship of the form (2.6), suggestive of an internal 
wave-induced vertical eddy viscosity. Next, the stress divergence is formed from 
the time series of averaged Janus velocity products (2.13) and (2.14), and the 
cross-spectra of stress divergence and mean-flow acceleration is computed in the 
low-frequency band. Significant in-phase coherences would arise from a wave vs. 
mean fiow relationship of the form 

(9tu -f V   = a, (^ (2.15) 

(9tV+f u   = (9, (V^) (2,16) 

which could be expected in the region of a critical layer, refractive convergence, 
or other process in which momentum is exchanged between internal waves and 
the mean flow. The relationships (2.15) and (2.16) contain all of the information 
about the wave vs. mean flow momentum balance available from the analysis, 
but represent only part of the balance described by (2.1). For example, no infor- 
mation about the horizontal gradients of pressure is available. Thus, it is recog- 
nized that the correlation between stress divergence and mean flow acceleration 
considered here address only a portion of the potential wave vs. mean flow 
momentum balance. 

2.3.3 Evaluation of errors 

The largest source of error in measuring stresses is statistical uncer- 
tainty. In the time domain, the stresses are estimated from the covariance of 
horizontal and vertical Janus components according to (2.13) and (2.14). Using 
the East-West axis as an example, the covariance estimate is 
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1      N   

/^     =  ^   ^5i ^""''^^ ^"^'^^i   ^ '''j^'''^ (2.17) 

If the number of independent samples is sufficiently large (N > 10) the estimate 
(2.17) can be considered unbiased, with an expected value equal to the true 
covariance. The variance of the covariance estimate can be derived under the 
assumption that u'j and w'jj, are realizations of stationary^random processes 
with Gaussian probability density functions. Noting that C is computed at 
zero lag, the variance is (Jenkins and Watts, 1968) 

.. oo 
^'   = ^   ^J^^l CuuM C^wM   + C,,(r) C,,(-r) ] (2.18) 

where Cab(r) is the true covariance of a and b at lag r, and the subscripts and 
primes on u and w have been dropped for simplicity. If successive samples of u 
and w are independent [ C^^{v) =0 for r 7^ 0; C^JO) = a^ ] and have a true 
cross-covariance of zero [ Cab(r) =0 for all r ], then (2.18) simplifies to 

_2 1 2 
c N U'J ^W'JE (2.19) 

In practice, the observed variances of u'j   and w'jg   are substituted for the true 
variances in (2.19) 

The simplified expression (2.19) may be used to determine the 
significance of stress estimates by computing the expected statistical error in the 
covariance estimate when the true covariance is zero. It is recognized, however, 
that the assumption of independence does not strictly hold for the actual data! 
For example, it is known that u'j has a "red" spectrum, implying a degree of 
dependence between successive samples. The efl'ect of dependent samples is to 
increase the contribution from the auto-covariance terms in (2.18), thus increas- 
ing the variance of C relative to that given by (2.19). In order to investigate 
the efl'ect of dependent samples in the actual data, an artificial data set is 
created which is known to have a true cross-covariance of zero between horizon- 
tal and vertical velocity components, but which has a degree of auto-covariance 
similar to that of the actual data. 

The artificial data is created by generating sequences of independent, 
Gaussian, psuedo-random numbers to represent the real and imaginary parts of 
complex Fourier series. The random numbers come from a distribution with 
mean of zero and variance of one. These sequences are then "colored" using 
depth and frequency averaged versions of the observed Fourier coefficients for 
the four Janus components ( u'j, v'j, w'j^ , and w'jj^ ). The "coloring" process 
consists of multiplication of the random sequences by the standard deviation of 
the observed data, followed by addition of the observed mean, for each fre- 
quency band. The result is a set of artificial Fourier series (equivalently time 
series) which, on average, reproduce the power spectra of the observed fluctuat- 
ing Janus components, but have random phases between horizontal and vertical 
velocities in each frequency band. 
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It is expected that the dependence of successive samples of velocity, 
simulated in the artificial data, will increase the variance of the covariance esti- 
mate from that predicted for the case of independent samples. Covariance esti- 
mate variability computed from the artificial data is compared to that for the 
independent case in the following manner: The covariance of the artificial Janus 
components is computed according to (2.17) for averaging intervals between 5 
and 76 hr. The root-mean-square (rms) value of covariance for each averaging 
interval is then computed along with the standard deviation from (2.19), which 
represents the independent case (rms values can be compared to standard devia- 
tions because the mean covariances for the artificial data are small enough to be 
insignificant).   The results are shown in Fig. 2.6. 

Values of rms covariance computed from the artificial data are roughly 
10 % larger than those computed from (2.19) for averaging intervals up to 12 
hr, decreasing to within 5 % for intervals greater than 12 hr. This shows that 
the degree of auto-correlation of velocity components in this study has only a 
moderate efi'ect on the covariance estimate, and indicates that simplified expres- 
sions like (2.19) provide an adequate measure of statistical error. Nevertheless, 
the artificial data set provides a convenient method of assessing the significance 
of observed cross-spectra: Both observed and artificial data are processed in 
parallel and the resulting distributions of coherence and phase are compared. 
This technique is used in evaluation of the Janus component cross-spectra in the 
high frequency band (Fig. 2.4), and the cross-spectra of stress and mean-flow 
shear (Fig. 2.8) and of stress divergence and mean-flow acceleration (Fig. 2.9) in 
the low frequency band. 

Errors other than statistical error come from two main sources; the 
motion of the platform on which the sonars are mounted, and the deterministic 
vertical movement (diurnal migration) of the biological scatterers that provide 
the acoustic reverberation signal from which Doppler shift is estimated. Errors 
due to platform motion can be separated into a part due to the translation of 
the nominal velocity measurement point to a new point in space, and a part due 
to the rotation of the nominal velocity measurement vector to a new angle. The 
vertical component of translation causes errors in the stress estimate which are 
related to the local shear field. Rotation efl'ects the stress estimate through 
errors in vertical velocity measurement. A detailed discussion of errors due to 
platform motion, and their correction, is provided in Appendix A. The residual 
errors in Janus velocity components due to inaccuracies in the tilt correction 
could result in a false stress of as large as 0.006 cm" s~-. This value is small 
compared to other errors for all but the largest averaging intervals. 

Vertically migrating scattering layers have been observed since the ear- 
liest application of oceanic echosounders (Hersey and Backus, 1962), and it is not 
surprising that the movement of biological scatterers, so evident in the back- 
scattered intensity field of an active sonar, would also be observed in the verti- 
cal component of the Doppler velocity field. Treating the velocities of migrating 
scatterers as the signal of interest from Doppler sonar measurements results in a 
useful characterization of migration patterns (Ch. 3). However, for the purpose 
of stress measurement, vertical migration is a source of noise and must be elim- 
inated.   In the present study, correction for the false (non-fluid) vertical velocity 
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Figure 2.4. CroBe-tptctra of Janus velocities. Cross-spectra of horizontal and vertical com- 
ponents of the fluctuating Janus velocities are presented as histograms of coherence (top) and 
phase (bottom) for the East (right) and North (left) directions. Results for both observed 
data (solid lines) and artificial data (dashed lines) are shown. Cross-spectra are computed in 
the frequency band from 0.3 to 1.0 cph for 20 depth bins between 332 and 689 m. Cross- 
spectral estimates are smoothed in frequency and depth prior to computing coherence and 
phase, and the resulting coherence and phase values for all frequencies and depths within the 
ranges given above are included in the histograms. 
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due to scatterer migration is accomplished as a part of the wavenumber- 
frequency filtering used to separate the mean and fluctuating velocity fields. 
The migration signal appears in the vertical velocity as alternating upward- and 
downward-propagating disturbances which travel over ~ 300 m vertically in 
roughly 2 hr, giving a "phase speed" of 0.15 km hr~\ The high-pass, 
wavenumber-frequency filter used to separate the fluctuating velocities has a 
vertical wavenumber cutofl" of 7 cpkm. Up to a maximum frequency of 1.0 cph 
(the limit of the high frequency band) this filter eff'ectively rejects disturbances 
with phase speeds greater than w / k^ = 1.0 cph / 7 cpkm = 0.14 km hr~^ 
Residual errors in the Janus vertical velocity field due to migration are 
estimated to contribute less than 0.01 cm^ s~^ to a 12 hr average stress esti- 
mate, and decrease with increasing averaging time. 

2.4 Results and discussion 

2.4.1 Stress measurements 

It is of interest to determine whether there is evidence of a depth-time 
average, vertically-acting stress in the high-frequency internal wave band during 
the experiment. To this end, cross-spectra from the full 17 day time series of 
fluctuating horizontal and vertical Janus velocity components are computed for 
each direction (East and North axes). Cross-spectra are computed in the high- 
frequency band (0.3 to 1.0 cph) for 20 depth bins between 332 and 689 m, aver- 
aged in frequency and depth, and recorded as coherence and phase values vs. 
frequency and depth for each direction. The cross-spectra of the artificial Janus 
components, representing a psuedo-velocity field with the same energy spectra as 
the actual data, but with true coherence known to be zero, are computed in a 
manner identical to that used for the actual data. The resulting coherence and 
phase values for all frequencies and depths of each direction are presented as 
histograms in Fig. 2.4. 

The observed coherence distribution for the East direction (Fig. 2.4a) is 
virtually identical to that for the artificial data, indicating that none of the 
coherence values difl"er from those expected from statistical error in a velocity 
field where there is no true coherence. In other words, if the observed coher- 
ences were presented versus frequency for each depth and confidence limits were 
chosen based on the cumulative distribution of the artificial data, the number of 
observed coherence values above the confidence limit would be no more than 
that expected from random chance. For distributions of observed and artificial 
coherence as similar as those in Fig. 2.4a, the above argument would remain 
true no matter what confidence level is chosen. This, of course, implies that the 
net stress over the 17 day averaging interval cannot be distinguished from zero. 
The phases for the East direction (Fig. 2.4c) show a roughly uniform distribution 
between plus and minus 180°, to be expected when the coherence is not 
significant. 
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The observed coherence distribution for the North direction (Fig. 2.4b) 
shows a clear peak at a coherence of about 0.15. Coherence values within this 
peak are significant at the 99 % confidence level based on the distribution of the 
artificial data. This indicates a relationship between the Janus horizontal and 
vertical velocity components for the North direction, but the interpretation of 
this relationship in terms of stress depends on the values of phase. The phase 
distribution (Fig, 2.4d) of the actual data is strongly skewed towards negative 
values. To determine which part of the phase distribution is associated with the 
significant coherences, coherence-phase pairs were selected for only those values 
of coherence contributing to the peak in Fig. 2.4b. The resulting phase distribu- 
tion is shown in Fig. 2.5. The approximate 95 % confidence interval for phase, 
based on the Fisher F distribution with 2 and 400 degrees of freedom and an 
estimated coherence of 0.15 [ Jenkins and Watts (1968), eq. (10.3.21) ], is indi- 
cated in the figure. Evaluation of the significance of the observed phases using 
this confidence interval shows that only the phases for the 653 m depth interval 
can be considered difi'erent from —90°  at the 95 % level of confidence. 

Coherence-phase pairs which come from difi'erent depth bins within the 
350 m depth interval are shown in Fig. 2.5 with difi'erent symbols. The phases 
appear strongly discretized; remaining stable over a range of coherence values 
for a given depth, then jumping to a new value for a difi'erent depth, forming 
horizontal "stripes" in the plot. The changes in phase are not progressive (i.e. 
monotonic) with changing depth, and in some cases, multiple stable values are 
seen for a single depth. The "stripiness" in Fig. 2.5 is somewhat misleading 
since the coherence-phase pairs in the plot are not independent. This is the 
result of smoothing (averaging without decimation) of the cross-spectra in fre- 
quency prior to computation of coherence and phase. Plotting only the indepen- 
dent points would collapse the observations to roughly two coherence-phase 
pairs for each depth bin. However, the fact that the dependent points are 
"smeared" in coherence, but not in phase, remains of interest. It is found that 
the coherence-phase pairs which make up the stripes in Fig. 2.5 come from 
coherence peaks in a variety of frequency bands at difi'erent depths which have 
no clear relationship to one another. Multiple coherence peaks are found for 
certain depths, resulting in multiple-valued phases for a given coherence at that 
depth. The stripiness in the figure results from a high degree of stability in the 
phase values for each coherence peak. 

The small, but significantly non-zero coherence in Fig. 2.4b with phases 
near - 90 ° , as shown in Fig. 2.4d and Fig. 2.5, indicates a tendency for an out- 
of-phase relationship between horizontal and vertical velocity. This result sug- 
gests that the coherence peak in Fig. 2.4b is due to the presence of mode-like 
internal waves with very little net momentum transfer and very small net stress. 
Thus, despite the significant coherences between the horizontal and vertical 
Janus velocities, the net stress over the 17 day data record for the North direc- 
tion is small. More careful consideration of the distribution of coherence vs. fre- 
quency, and the distribution of phase vs. depth, gives no indication that the 
"modes" are the result of wave groups of a particular wavenumber and fre- 
quency which may have reflected off' of the sea surface, for example, to form a 
standing wave. Instead, it must be assumed that the observed coherences come 
from the complex superposition of mode-like waves spread throughout the high 
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Figure 2.5. Phase distribution for the North direction. Coherence-phase pairs computed 
from the cross-spectra of observed horizontal and vertical components of the fluctuating 
Janus velocities for the North direction are shown. Data pairs are plotted only for coher- 
ences between 0.13 and 0.17 which define the peak of significant coherence in Fig. 2.4b. Each 
symbol represents a different depth interval according to the key given above. Only a subset 
of the available depth intervals is represented since not all depth intervals contain 
significant coherences. The coherence and phase values are computed from cross-spectra 
which are averaged in depth and smoothed (averaged but not decimated) in frequency, 
resulting in coherence-phase pairs which are not independent, and accounting for some of the 
"smearing" seen in the plot. The approximate 95 % confidence interval for phase is indi- 
cated in the figure. 
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wavenumber, high frequency band. 

The results of the cross-spectral analysis show that the net stresses for 
the duration of the experiment are small. Not surprisingly, the 17 day mean 
values of stress computed in the time domain using (2.13) and (2.14) are not 
significantly different form zero using 95 % confidence limits based on the sta- 
tistical error (2.19). However, these small mean values could be made up of a 
succession of stress "events" on shorter time scales which are large enough to be 
significant individually, but tend to cancel in the mean. To investigate the 
nature of stress variability on short time scales, stresses were averaged over 
mtervals from several hours to many tens of hours, and the resulting stress vari- 
ability compared to that expected from statistical error for each averaging 
interval. 

Stresses for the North and East directions are estimated according to 
(2.13) and (2.14) for each of the 20 depth bins between 332 and 689 m using tem- 
poral averaging intervals of 5.6, 12, 20, 40, and 76 hr. The variability of the 
stress for the different averaging intervals is characterized by computing the 
mean-square value of the averaged stress for each depth bin. The depth- 
averaged, root-mean-square (rms) stress for each averaging interval, computed 
from the square root of the 20 depth bin average of the mean-square stress, is 
shown in Fig. 2.6. Also plotted in Fig. 2.6 is a curve representing the statistical 
error for the covariance, computed from (2.19) for values of N representing 
averaging times from 1 to 100 hr. The statistical error cr. represents the varia- 

bility expected in the covariance estimate (2.17) when each observation C is a 
realization of a random process where the true value of the covariance is equal 
to zero, and is the most probable value of the observed rms stress if the true 
stress is zero. The depth-averaged values of rms stress for all temporal averag- 
ing intervals fall close enough to the (Tg curve that the observed stress variabil- 

ity, in the depth-averaged sense, is not significantly different than that expected 
from statistical error when the true stress is zero. This is taken to mean that 
most stress values are not large enough to be considered significantly difi'erent 
from zero at any reasonable level of confidence, regardless of the averaging 
interval. 

Realizing that the rms value may not fully characterize the observed 
stress distribution, some care is needed in interpreting these results. The 
observed stress may contain occasional bursts of relatively large magnitude 
which result in "tails" on the depth-time average stress distribution. Thus, it is 
possible that there are isolated periods in depth and time where the observed 
stresses are large enough to be considered significantly difi'erent from zero. This 
issue could be explored, for example, by comparing the distribution of the 
observed stresses for selected depth and/or time intervals to the distribution 
computed from the artificial stresses. This technique would represent the time- 
domain equivalent of the comparison of actual and artificial coherence and 
phase distributions described above. A similar, though perhaps less sensitive, 
assessment of the significance of observed stresses can be made by comparing 
the observed stresses as a function of depth and time to the expected statistical 
error for a given level of confidence. Only the latter technique is employed in 
this study. 
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Figure 2.6. Root-mean-square stress vs. averaging time. Expected statistical error in stress 
estimates for a true stress of zero (lines) is compared to observed values of rms stress for 
several experiments (symbols). The upper solid line gives the statistical error reported by 
Ruddick and Joyce (1979). The lower solid line gives the statistical error <TJ for this study 
(MILDEX) computed from (2.19) for averaging intervals from 1 to 100 hr. The dotted line 
gives the statistical error for MILDEX computed from artificial data, which accounts for a 
degree of sample-to-sample dependence similar to that in the actual data. Values of depth- 
averaged rms stress observed during MILDEX for temporal averaging intervals of 5.6, 12, 20, 
40, and 76 hr are shown for the East and North directions. Rms values of 75 hr average 
stresses reported by Ruddick and Joyce (1979) and Frankignoul and Joyce (1979) are also 
shown. 
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Observed 12 hr average stresses for the East and North directions are 
presented as a function of depth and time in Fig. 2.7 for the full 17 day data 
analysis period. The plot shows depth intervals where stress variability is rela- 
tively large for long periods of time (e.g. 332 to 385 m), times when variability is 
large over many depths (e.g day 315 to 317 for the East component), and depth- 
time intervals where relatively large stresses are seen in both components (e.g. 
475 to 546 m near the beginning of day 304). A typical "large" value of 12 hr 
average stress has magnitude of about 0.025 cm^ s~^, which can be considered 
significantly different from zero at the 85 % level of confidence based on (2.19). 
Although these stresses are not significant at a high level of confidence, if they 
are strongly related to mean-flow parameters it is possible that stress vs. mean 
flow correlations can still be detected. Potential relationships between stress 
and mean-flow shear, and between stress divergence and mean-flow acceleration 
are investigated in the next section. 

The lack of observed stresses which are significant relative to statisti- 
cal error in this study (MILDEX) is a result similar to that of previous studies, 
but here the values of statistical error for the measurements are substantially 
less. For equal averaging intervals, the statistical error for MILDEX is about an 
order of magnitude less than that reported by Ruddick and Joyce (1979). A 
curve giving the value of statistical error reported by Ruddick and Joyce (1979) 
is shown in Fig. 2.6 along with their observed rms stresses for a 75 hr averaging 
interval, computed from the data presented by Ruddick (1977). Observed rms 
stresses for the study of Frankignoul and Joyce (1979), which has statistical 
errors similar to that of Ruddick and Joyce (1979), are also shown. 

The primary reason for the improved statistical precision in MILDEX is 
that the fluctuating part of the velocity field has been separated from the mean 
part in both vertical wavenumber and frequency. In previous studies, this 
separation has only been done in frequency. Formally, the result of including 
vertical wavenumber filtering in separating the fluctuating part of the velocity 
field is that the variance of the horizontal and vertical velocities contributing to 
the statistical error in (2.19) is reduced, and the statistical precision of the 
covariance estimate (2.17) is increased. Conceptually, the desired separation for 
the fluctuating part of the velocity field is not straightforward. If the high- 
vertical wavenumber, high-frequency portion of the wave field is responsible for 
the majority of the vertically-acting internal wave stresses, then the technique 
used here more clearly separates the stress-carrying waves from the "back- 
ground" , where the background includes not only the mean flow, but also other 
portions of the internal wave field which may contribute very little to the stress. 
In other words, the proper scale separation for the fluctuations will decrease the 
total variance of the stress estimate by discarding the portion of the wave field 
which supports no stress, but the stress "signal" will not be reduced if all of the 
stress carrying waves are included. Thus, the signal-to-noise ratio is increased 
and the sensitivity of the measurement is enhanced. An improper scale separa- 
tion, however, may result in discarding the signal of interest entirely. It is possi- 
ble that a scale separation different than that used in this study would increase 
the sensitivity of the measurements, but there is little information available to 
determine what the "proper" scale separation would be. 
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Figure 2.7. Stress estimate components. Stress estimates for East and North directions are 
shown vs. depth and time for the full 17 day analysis period. Stresses are computed accord- 
ing to (2.13) and (2.14) for each depth bin using a 48 min averaging interval, and then 
smoothed (averaged but not decimated) over 54 m and 12 hr prior to plotting. The scale bar 
has magnitude 0.064 cm^ s"* and represents plus and minus two standard deviations of the 
statistical error computed from (2.19) for a 12 hr average. Large excursions of the stress 
estimates at the deepest depths from day 311 to 316 are due to noise. 
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2.4.2        Relationship of stress to the mean flow 

A potential relationship between internal wave stress and mean-flow 
shear suggested by (2.6) is explored by computing the cross-spectra of the two 
fields in the low frequency band (0.01 to 0.10 cph) over the subset of depths for 
which stress estimates are available (332 to 689 m). A depth-time array of 
"artificial" stress, formed from the time series of artificial Janus velocity 
described in Sec. 2.3.3, is utilized in assessing the significance of the observed 
coherence between stress and shear in the same manner that the artificial Janus 
velocities were used to assess the significance of observed component coherences. 
Coherence and phase values computed from both observed stress vs. observed 
mean shear, and artificial stress vs. observed mean shear over the range of fre- 
quencies and depths given above are presented as histograms in Fig. 2.8. The 
similarity of the coherence distributions for observed and artificial data in both 
directions, and the corresponding uniformity of the phase distributions, indicates 
that there is no detectable coherence between internal wave stresses and mean- 
flow shear. 

It has been suggested by Jacobs and Cox (1987) that negative results 
for stress vs. shear coherence could be due to an improper choice of reference 
frames. Using data from numerical models of high-frequency, high-wavenumber 
internal waves propagating through a background shear field, they show that 
the net stress may be largest in a reference frame rotating with the low- 
frequency (near-inertial) shear. This stress effectively cancels out when averaged 
in a geographic reference frame over many cycles of the shear. The issue of a 
rotating "stress vector" related to rotating near-inertial shears in MILDEX was 
addressed qualitatively by computing the angle of the stress vector formed by 
the two components of observed stress (c.f. Fig. 2.7) to the mean-flow shear vec- 
tor for an averaging time of 5.6 hr, roughly 1/4 of an inertial period. No 
apparent relationship was seen between the two angles. It is possible that a 
careful quantitative analysis would reveal a more subtle relationship, but the 
existence of stress vs. shear coherence during MILDEX, even in a rotating refer- 
ence frame, appears unlikely. It should be noted, however, that the energy at 
near inertial frequency during MILDEX was substantially lower than that seen 
in other open ocean experiments (Pinkel, et al., 1987). Thus the inertial shears 
may be too weak to produce a detectable stress vs. shear relationship of the 
type proposed by Jacobs and Cox (1987). 

The possibility of a stress vs. mean flow interaction of a different type, 
where stresses are not parameterized as an eddy viscosity, is investigated by 
computing the cross-sjDectra of stress divergence and mean-flow "geocentric" 
acceleration (e.g. d^u—fv). A relationship between these two fields would 
arise from a momentum balance such as (2.15) and (2.16). Although it is not 
anticipated that this is a primary momentum balance in the ocean, there are 
indications from numerical and laboratory studies (e.g. Thorpe 1981) that such a 
balance could exist in a region of large stress divergence. Cross-spectra of stress 
divergence and mean-flow acceleration are shown in Fig. 2.9 using a computa- 
tion and presentation scheme analogous to that used for the cross-spectra of 
stress and shear described above.   Peaks in the coherence distribution for the 
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Figure 2.8. Croaa-spectra of atresi va. mean-flow ahear. Cross-spectra of vertically-acting 
internal wave stress and mean-flow shear are presented as histograms of coherence (top) and 
phase (bottom) for the East (right) and North (left) directions. Results for both observed 
data (solid lines) and artificial data (dashed lines) are shown. Cross-spectra are computed in 
the frequency band from 0.01 to 0.1 cph for 20 depth bins between 332 and 689 m. Cross- 
spectral estimates are smoothed in frequency and depth prior to computing coherence and 
phase, and the resulting coherence and phase values for all frequencies and depths within the 
ranges given above are included in the histograms. 
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Figure 2.8. Cross-spectra of stress divergence vs. mean-flow acceleration. Cross-spectra of 
stress divergence and mean-flow acceleration are presented as histograms of coherence and 
phase for the East and North directions.  Description is the same as that for Fig. 2.8. 
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observed data in both East and North directions (Fig. 2.9a,b) are seen at a 
coherence value of about 0.35. Based on the distributions of the artificial data, 
these coherences can be considered significant at the 75 % level of confidence. 
The phase distributions (Fig. 2.9c,d) are relatively uniform, and considerable 
scatter in phase remains even after restricting coherence-phase pairs to the 
regions of significant coherence (Fig. 2.10). 

The coherences which make up the distributions observed in Fig. 2.9 
are separated into individual depth intervals and plotted as a function of fre- 
quency in Fig. 2.11. Several depth- and frequency-isolated coherence "bumps" 
are seen for both the East and North components. There is some tendency for 
the bumps to align in frequency, appearing and disappearing with changing 
depth. The data in Fig. 2.11 have been smoothed in such a way that the result- 
ing points are equally spaced in log frequency, but the actual number of indepen- 
dent data points is very small for the bumps at the lowest frequencies compared 
to those at higher frequencies. Hence, the primary contribution to the peaks m 
the coherence distributions shown in Fig. 2.9 comes from the bumps in Fig. 2.11 
which fall roughly between 0.04 and 0.07 cph. This suggests the possibility that 
the observed coherences are due to an interaction of the near-inertial portion of 
the mean How with internal waves in the high-frequency band. 

It is found that the typical values of mean-flow geocentric acceleration 
in the near-inertial band are of order 1 x 10~^ cm s " compared to typical 
magnitudes for stress divergence of only 1 x 10"^ cm s~-. Thus, although no 
information about cause'and efl'ect is contained in the coherence measurements, 
it is implausible that the stresses are "driving" the mean flow since the stress 
could account for at most a tenth of the mean-flow acceleration. It is more 
likely that the mean flow is modulating the high frequency wave field, causing 
local convergence and divergence of stresses. 

2.5 Chapter summary 

Theoretical investigations of internal gravity waves have shown that a 
propagating wave group exerts a stress on the surrounding fluid which can be 
interpreted as a vertical flux of horizontal momentum. The generation, propa- 
gation, and dissipation of internal wave groups may be an important factor in 
the distribution of momentum in _the ocean. A technique to measure the 
vertically-acting Reynolds stresses, u'w' and v'w', in a fluctuating oceanic velo- 
city field using a multi-beam Doppler sonar has been presented. The Doppler 
sonar technique improves on previous stress measurements by simultaneously 
measuring contributions from horizontal (u,v) and vertical (w) velocities, 
thereby eliminating errors inherent in estimating w from temperature measure- 
ments using an approximate heat equation. Thus, the results in this experiment 
are associated with smaller measurement errors than those of previous studies. 

The Doppler sonar used in this study provides continuous profiles of 
velocity over a substantial depth range ( ~ 1000 m) which have several advan- 
tages over single-depth velocity measurements.   First, the mean-flow shear field 
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Figure 2.10. Phase distribution for stress divergence vs. mean-flow acceleration. 
Coherence-phase pairs computed from the cross-spectra of stress divergence and mean-flow 
acceleration for the East (left) and North (right) directions are shown. Data pairs are plotted 
only for coherences which define the peaks in the coherence distributions in Fig. 2.9. Each 
symbol represents a different depth according to the key above. Only a subset of depth 
intervals is represented in the plots since not all depths contain significant coherences. 
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STRESS DIVERGENCE vs 
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EAST COMPONENT 

STRESS DIVERGENCE vs 

GEOCENTRIC ACCELERATION 
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I5*f * ^'}^' '^'''"'■*"" "^'"" *"■«" divcrgenee vs. mean flow acceleration. The coherences 
which make up the observed data distributions in Fig. 2.9 are shown vs. depth and frequency 
for the East and North directions. Coherences have been averaged over logarithmic inter- 
vals m frequency.to improve the appearance of the display. 
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is better resolved in depth from the Doppler profiles than from vertically- 
separated current meter measurements. Second, the stress divergence can be 
computed and compared directly to the mean-flow acceleration. Third, the 
mean and fluctuating parts of the velocity field can be separated in both vertical 
wavenumber and frequency. The ability to make a more restrictive separation 
of the fluctuating part of the velocity field results in a reduction of the statisti- 
cal error associated with the stress measurements. If the high-vertical 
wavenumber, high-frequency part of the wave field is responsible for the major- 
ity of internal wave stresses, then this technique can be considered to improve 
the sensitivity of the measurements. 

The stress measurement technique is applied to a 17 day time series of 
Doppler sonar data collected from the R. P. FLIP during October and November 
of 1983. Results show that the net stresses over the full 17 day data analysis 
interval are small compared to statistical error and cannot be distinguished 
from zero. The lack of significant long-term average stresses is similar to the 
results of previous investigations, but the more restrictive scale separation for 
the fluctuating part of the velocity field in this study results in improved statist- 
ical precision, and allows more restrictive upper bounds to be put on the stress 
values. For a 75 hr averaging interval, the upper bound on vertically-acting 
internal wave stresses found during MILDEX is approximately 0.006 cm" s~-. 
This value is roughly an order of magnitude less than the upper bounds found 
from previous measurements. 

Although no significant long-term stresses are found in this study, a 
small, but significant coherence between horizontal and vertical velocity is 
observed with associated phase values near -90 °. The results are consistent 
with a high-frequency internal wave field which tends to be dominated by mode- 
like rather than ray-like waves, and which, on average, exhibits a high degree of 
vertical symmetry. The existence of a high degree of vertical symmetry in the 
high frequency internal wave field for relatively long averaging intervals (weeks 
to months) has been demonstrated by other open ocean measurements of the 
internal wave field (e.g. Muller, et al., 1978) and sheds no new light on the prob- 
lem of internal wave momentum transfer. 

In an effort to detect more localized stresses which may occur on short 
space and time scales, the variability of the observed stresses was computed for 
18 m depth intervals and time intervals between 5 and 76 hr. It is found that 
the observed stresses, in a depth-averaged sense, cannot be considered 
significantly difi'erent form zero, regardless of the temporal averaging interval. 
A careful examination of the depth-time array of 12 hr average stress values 
shows several isolated depth-time intervals where stresses are of marginal 
significance (significant at low levels of confidence). These marginally significant 
stresses are of interest to the extent that they are related to the mean flow. 

The investigation of a potential relationship between stress and mean- 
flow shear resulting from a wave-induced vertical eddy viscosity was undertaken 
in a manner which included the contribution of near inertial motion as a part of 
the mean flow. This involves a definition of the mean flow considerably difi'erent 
than that used in previous observational investigations, but is consistent with 
more   recent   theoretical  studies.    The   results  of  coherence   computations  for 
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stress vs. mean-flow shear in the frequency band from 0.01 to 0.10 cph indicate 
no relationship between stress and shear during this study. There are several 
possible explanations for this result, one of which is the relative lack of near- 
inertial shear during the experiment. Another stress vs. mean flow relationship 
was considered by computing the coherence between stress divergence and 
mean-flow acceleration. The results indicate low, but significant coherences with 
phases which show a large degree of scatter. No clear indication of the physical 
mechanism which may be responsible for this result is found, but the possibility 
of internal wave stresses driving the mean flow is unlikely based on the relative 
magnitudes of the stress divergence and the mean-flow acceleration. 

The principal result of this study is the lack of observed Reynolds 
stresses in the high-vertical wavenumber, high-frequency internal wave band 
which can be considered significantly different from zero, despite the use of a 
more restrictive scale separation for the internal wave fluctuations, and the 
investigation of stresses on several different time scales. It is possible that a 
different approach to the separation of wave and mean-flow velocities would 
improve the sensitivity of the measurements to small stresses, but the guidelines 
to be followed in developing a successful approach are not clear. The proper 
choice of location for an experiment designed to observe internal wave stresses 
may be as important as the choice of separation scales for the wave field. The 
few observations to date have been from the open ocean, where internal wave 
generation and dissipation mechanisms may be too weak, or too intermittent, to 
result in detectable stresses. 

61 



A. J. Plueddemann 

CHAPTER m 
CHARACTERIZATION OF THE PATTERNS OF DIURNAL MIGRATION 

USING A DOPPLER SONAR 

3.1 Introduction 

Sound scattering layers have been observed in many areas of the world 
ocean since the 1940's. Many of these deep scattering layers (DSL's) are 
observed to execute diurnal migrations, presumably regulated by changes in 
light intensity (Clarke, 1971; Kampa, 1971). A migrating DSL moves to shal- 
lower water as the sub-surface light level decreases (sunset) and returns to 
deeper water as light levels increase (sunrise). Typical DSL's have daytime 
depths of 200 to 600 m, and migrate vertically to depths above 100 m at rates 
as high as 1 to 10 cm s~^ Extensive research on the nature of the DSL (e.g. 
Farquhar, 1971; Anderson and Zahuranec, 1977) has revealed that the acoustic 
signature of the layer is due to marine organisms which swim vertically through 
the water column. The earliest observations of DSL's were made with echo- 
sounders operating in the 1 to 20 kHz frequency range, where the acoustic 
return is likely to be caused by resonant scattering from the swim bladders of 
mesopelagic fishes (Hersey and Backus, 1962), or from other gas-bearing organ- 
isms such as siphonophores (Barham, 1963; 1966). Later observations using echo 
sounders in the 50 to 500 kHz frequency range suggested that scattering at high 
frequencies was non-resonant, and caused primarily by various zooplankton such 
as euphausiids (Bary and Pieper, 1971), pteropods (Hansen and Dunbar, 1971), 
and copepods (Castile, 1975). 

Previous investigators using low-frequency echosounders have typically 
characterized the patterns of DSL migration by comparing scattering strength 
profiles for day and night, or by presenting echograms of backscattered intensity 
over a 12 to 24 hr period. Isolated day vs. night scattering strength comparis- 
ons (Chapman, Bluy, and Adlington, 1971; Friedl, Pickwell, and Vent, 1977) 
show the depth dependence of scattering strength, and may indicate regions of 
high day vs. night variability. However, unless several day vs. night comparis- 
ons are made in the same location, the significance of the observed differences in 
scattering strength is unclear. Continuous echograms of backscattered intensity 
(Dunlap, 1971; Bradbury et al, 1971) can provide an intriguing look at DSL 
migration patterns, but typically only qualitative information for a single 24 hr 
period is presented. Repeated observations over several diurnal cycles have been 
made (Pearcy and Mesecar, 1971; Kinzer, 1971; Greenlaw and Pearcy, 1985) but 
most results have not been analyzed in such a way that the persistence and 
variability of DSL migration patterns can be quantified. 

This chapter presents a characterization of DSL migration based on 
high-frequency (67 ktiz) acoustic backscatter measurements. Three unique ele- 
ments combine to provide a description of the DSL which has previously been 
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unavailable. First, the sonar used in this study operates over a depth interval 
from approximately 60 to 1200 m, whereas most previous high-frequency acous- 
tic backscatter measurements have been limited to the upper 300 m (e.g. Bary 
and Pieper, 1971; Hansen and Dunbar, 1971; Castile, 1975; Holliday and Pieper, 
1980; Greenlaw, 1979). Second, the sonar is designed as an acoustic Doppler 
current profiler, rapidly sampling both magnitude and phase of the returned 
echo, so that the Doppler shift, and hence the velocity, of the scatterers can be 
directly estimated. Vertical migration rates estimated from intensity data are 
compared to to scatterer vertical velocities measured using the Doppler tech- 
nique. Third, measurements of backscattered intensity and scatterer velocity 
are available at 6 min intervals over a period of 13 days, allowing estimation of 
simple statistics (mean and variance) of the daily migration cycle. The mean 
values emphasize the persistent patterns of the diurnal cycle over many days, 
while the variance identifies portions of the cycle which show large relative vari- 
ability from one day to the next. 

3.2 Methods 

Measurements of backscattered intensity and Doppler velocity were 
made using a multi-beam Doppler sonar mounted on the Research Platform 
FLIP of the Scripps Institution of Oceanography (SIO). Sonar data were col- 
lected continuously over a 17 day period from 27 October through 12 November, 
1983, while FLIP drifted within a 1° square area centered on 34° N, 126° W 
(Fig. 1.2). A 13 day period from 28 October to 9 November was selected for the 
analysis presented in this chapter. This segment represented the longest con- 
tinuous period where far-range noise levels were low enough that intensity 
features at the maximum ranges could be consistently identified. 

The instrument used in this study is a high-power, narrow-beam 
Doppler sonar developed at the Marine Physical Lab (MPL) of SIO. The MPL 
Doppler sonar system is designed to provide measurements of the upper ocean 
velocity field by transmitting a short pulse of acoustic energy which insonifies a 
small volume of the ocean interior, and estimating the Doppler shift of the back- 
scattered signal. The insonified volume can be expressed as a function of beam 
width, pulse duration Tp, and range r along the beam axis as (Urick, 1983) 
AV =yz (cTp ^ r^) where c is the speed of sound and ^ = 0.001 steradian is 
the equivalent solid angle beam width for the MPL Doppler sonar. The 
insonified volume varies from 360 m^ at 100 m depth to 36000 nV^ at 1000 m 
depth. The system has been described extensively by Pinkel (1981; 1983a). The 
configuration of the system for the present experiment is discussed in Sec. 1.3.3 
and summarized in Table 1.1.   Only a brief review is given here. 

The Doppler sonar system consists of 20 transducer "panels", each 
approximately 0.36 m by 0.61 m in size, arranged to form 6 separate sonars with 
beams which point in difi'erent directions (Fig. 1.7). The half power beam width 
of a beam composed of a single panel is about 2 ° .   During operation each sonar 
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sends out a pulsed transmission of duration 30 ms every 2 s. The returned echo 
is sampled at a rate of 400 Hz. The system gain is stepped-up by 20 dB at 750 
ms after transmission to accommodate the large dynamic range of the signal 
(see Fig. 3.1a). For each transmission, the complex covariance of the backscat- 
tered signal is computed as a function of range. The covariance data provides 
the basis for the estimation of both the intensity and the mean Doppler shift of 
the signal (Sec. 1.3.3). Intensity and velocity data are averaged to 6 min time 
intervals during the post-processing phase. 

Two of the six sonars point horizontally into the mixed layer from a 
depth of 36 m, and are not of interest for this study. The remaining four sonars 
point downward from a depth of 38 m at an elevation angle of 6^ = -52.5 °, and 
provide profiles of intensity and velocity from approximately 60 m to 1200 m 
depth. The four downward-slanting sonars operate as two pairs, with one pair 
having a center frequency of 67 kHz, and the other 71 kHz. Only data from the 
67 kHz pair is presented in this chapter. 

No biological samples were taken during the experiment. Thus, the 
sources of backscattered energy can only be inferred from the results of previous 
studies. Several investigations (e.g. Greenlaw, 1977; 1979; HoUiday and Pieper, 
1980) have used fluid sphere models (Anderson, 1950; Johnson, 1977) to predict 
the acoustical scattering properties of marine organisms. Greenblatt (1981) 
reviews these techniques, and provides an expression for the percent of backscat- 
tered energy which comes from organisms of size a^ < a < aj, where a is the 
equivalent spherical radius. Using this expression (Greenblatt, 1981, Eq. 6) it is 
estimated that in the present study the majority of scattering comes from 
organisms with equivalent spherical radius 0.1 cm < a < 0.4 cm, corresponding 
to approximate organism lengths of 0.6 cm < L < 2.4 cm using L =6a (Green- 
blatt, 1981). Organisms in this size class which may be the sources of backscat- 
tered energy include large zooplankton such as euphausiids, amphipods, ptero- 
pods, and copepods, and small nekton such as myctophid fishes and squid.' 
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Figure 3.1. Intensity profiUi: Day vs. night. Profiles of intensity (a) and log intensity ano- 
maly (b) are shown. Data represent 13 day average of profiles selected within 6 min of noon 
(solid line, day) and midnight (dashed line, night) of each day. The log intensity anomaly is 
formed from the difference between the average of the log intensity profile at a given time 
(noon or midnight) of each day and the 13 day mean log intensity profile. The error bar in 
the lower panel represents the 90% confidence interval for the log intensity anomaly. 
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3.2.1 Intensity data 

Intensity data are presented for one of the downward-slanting sonars, 
which has an operation frequency of 67 IcHz. Results for all four downward 
slanting sonars are qualitatively similar. The returns from a pulsed sonar can 
be separated into "range time" and "pulse time" (Appendix B). The range-time 
increment Tj. is the interval between samples of the echo from a particular pulse, 
and for the purposes of this discussion can be considered equal to the pulse dura- 
tion. The downward-slanting sonars effectively form a vertical profile of inten- 
sity averaged over intervals Az =(cTp/2) sin^Q. where c is the speed of sound, 
Tp is the pulse duration, and 9Q is the elevation angle of the beam. The pulse- 
time increment Tp is the interval from one transmission to the next; successive 
samples at fixed range (or depth) are separated by Tp. After enough pulses have 
been transmitted to provide intensity profiles for a period of 24 hours, the data 
can be considered to fill a one day depth-time intensity array expressed as 

An(z,t)   ; z=Zo-MAz   , t=to-fJAt (3.1) 

where A^ is the intensity of the backscattered signal, proportional to the square 
of the voltage measured at the transducer, n is the day index, and i and j are 
the indices for the discretely sampled depth and time, respectively. For the 
MPL Doppler sonar, with a pulse duration of Tp = 30 ms and pulse repetition 
time of Tp = 2 s, the values of the depth and time averaging intervals for the 
post-processed data are Az = 17.85 m and At = 180 r = 6 min. The initial 
depth ZQ = 64 m is the center of the first depth bin. The initial time t^ = 0.1 
hr is the first time step after midnight of a given day, and the maximum time 
*max = 240 At = 24 hr is the following midnight. Data collection, as described 
above, is over a period of N = 13 days. 

Measurements of the intensity of sound scattered from the ocean 
volume are generally reported in terms of the volume scattering streno-th (Urick 
1983) 

Sy = 10 logio [ Iscat / I.nc ] (3.2) 

where l^^^^ is the intensity of sound scattered by a volume of 1 m"^ referred to a 
distance of 1 m, and I,jj(; is the incident plane wave intensity. Use of the volume 
scattering strength serves as a normalization of the received intensity level, 
accounting for attenuation and spreading losses, as well as the increase in the 
insonified volume with increasing range. A profile of S^ is sensitive to changes in 
the abundance and acoustic cross section of scatterers as a function of depth. If 
the ocean volume contained a uniform distribution of scatterers of constant 
cross section, and if transmission loss, attenuation, and changes m the volume 
insonified by the beam were correctly modelled by the sonar equation (Urick, 
1983), then the expected S^ profile would be constant with depth. 

In this study, the depth dependence of the scattering field is not of pri- 
mary importance.   Instead, emphasis is placed on the temporal changes in the 
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intensity at a given depth relative to a long-term mean value. For this purpose 
a normalized measure of intensity similar to the scattering strength is formed. 
The log intensity anomaly is defined as the difference between the log intensity at 
a given depth and time and the long-term mean log intensity profile 

V(z>t)=In(z,t)-T(z) (3.3) 

where 

yz,t)=10 1ogio[An(z,t)] 

is the total log intensity field, and 

is the 13 day mean log intensity profile. The interpretation of depth (z) and 
time (t) is the same as in (3.1). The log intensity anomaly In'(z,t) represents the 
diS'erence between the log intensity on day n at depth z andjime t, and the 13 
day mean profile. The long-term mean log intensity profile I(z) is formed from 
the average of the depth-time log intensity array over all times of day for all 
days. The units of !„' are dB, and are relative to an arbitrary reference; the 
values have meaning only as a comparative measure of deviation from the long- 
term mean. 

The log intensity anomaly emphasizes the temporal variability of 
scatterer abundance and cross section at each depth, rather than their depth 
dependence at a given time. The eff'ects of attenuation, spreading, and insonified 
volume, even if included in (3.1), would not change the nature of the intensity 
anomaly (3.3) since these effects are functions of range only, and would be 
absorbed in the long-term mean profile I(z). In addition to providing an 
effective normalization for the intensity data, use of the log intensity anomaly 
serves as a noise suppressing "filter" . Intensity profiles are occasionally contam- 
inated by high values of background noise which mask the true intensity varia- 
bility at far range (see Fig. 3.2). Taking the log before averaging minimizes the 
effect of these noise "spikes" in the intensity time series. 

The patterns of diurnal migration are characterized by computing the 
composite log intensity anomaly and the log intensity variance over the 13 day 
period. The composite log intensity anomaly is formed from the 13 day average 
of the single-day, depth-time arrays 

I'M=^|^Ia'(z,t) (3.4) 

Whereas the single-day log intensity anomaly (3.3) represents deviations of log 
intensity from the long-term mean profile for a given day, the composite log 
intensity anomaly (3.4) represents deviations for a "composite" day, formed 
from the average of the 13 single-day arrays. In other words, the individual 
values of I' represent the "typical" log intensity anomaly at a given depth and 
time of day for the 13 day interval. 
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Figure 3.2. Twenty-four hour intensity sequence. Intensity data averaged over 30 min in 
time are shown as a cascaded sequence of profiles for a 24 hour period starting at midnight 
on 5 November, 1983. These profiles come from a single-day, "raw" intensity array fc.f. 
(3.1)1, before normalization by the long-term mean profile. A day-time intensity trough at a 
depth of about 180 m can be seen, as well as intensity ridges defining the upper and lower 
scattering layers. 
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The log intensity variance can be computed directly from the anomaly 
field and is given by 

(^'M=j^E^[l^'{z,t)-l'{z,t)f (3.5) 

Values of CTi represent the day-to-day variability of the 13 samples of log inten- 
sity anomaly at a given depth and time of day. It can be shown that the log 
intensity standard deviation is related to the coefficient of variation of the 
" raw" intensity computed from 

cv=(7A(z,t)/A(z,t) (3.6) 

where . 

1     N 
A(z,t)=—  E An(z,t) 

IN   n=l 

""^^N £, [A,(z,t)-A(z,t)]' 

and Au(z,t) is as in (3.1). The depth-time array computed from (3.6) is virtually 
indistinguishable, in a qualitative sense, from that computed from (3.5). The log 
intensity standard deviation (3.5) is used to represent day-to-day variability in 
this study. Corresponding numerical values of coefficient of variation are quoted 
when pertinent. 

3.2.2 Velocity data 

The four downward-slanting sonars operated during the experiment 
have beams which are separated by 90° in azimuth and pointed downward at 
an angle of 52.5 ° from the horizontal. The four beams make up two, co-planar 
"Janus" pairs, with one pair operating in frequency band centered at 67 kHz, 
and the other at 71 kHz. Velocity data are presented only for the 67 kHz beam' 
pair. An individual sonar provides an estimate of the radial component of 
scatterer velocity (the component of velocity in the direction of the beam) as a 
function of distance along the beam. A co-planar beam pair can be used to 
compute horizontal and vertical velocity profiles from the diff'erence and sum, 
respectively, of the radial velocities of each beam (Sec. 1.4.1) 

.     """ 2cos^o   '     "^Tii^ ^'-'^ 
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The quantities v and w are the Janus horizontal and vertical velocities, respec- 
tively, in the y-z plane of the coordinate system defined in Sec. 1.4.1. The slant 
velocities Vg and V^ are computed from the Doppler shift measured by the 
South and North beams according to 

V = cf / 2f, (3.8) 

where fg is the carrier frequency of the sonar, and T is the covariance-based 
mean Doppler shift estimate (Appendix B). The vertical velocities used in this 
study are corrected for platform motion using the method developed in Appen- 
dix A. The precision (error standard deviation) of the vertical velocity estimate 
in (3.7) is computed from (1.22) and has a value of 0.36 cm s~^ after 6 min of 
averaging. 

The vertical velocity is processed in a manner completely parallel to 
that of the log intensity, since the intent is to compare the patterns of DSL 
migration observed by the two measurement techniques. The vertical velocity 
anomaly is defined as 

wjz,t) =Wn(z,t) -w(z) (3.9) 

where n, z, and t are interpreted as in (3.1). The composite vertical velocity ano- 
maly and vertical velocity variance are given by 

j     N 
w'(z,t) =-^ ^  V(z,t) (3,10) 

1      N 
^w (z,t) = ^   Sj w„'(z,t) -w'(z,t) f (3.11) 

The interpretation of the velocity quantities defined by (3.9), (3.10), and (3.11) is 
analagous to that for the intensity quantities defined in (3.3), (3.4), and (3.5). 

3.3 Results 

The fundamental measurements for the Doppler sonar system are back- 
scattered intensity and scatterer velocity as a function of depth and time. 
Profiles of intensity from a single sonar beam operating at 67 kHz are shown in 
Fig. 3.1. Profiles measured within 6 minutes of noon and midnight are selected 
for each day, and averaged over the 13 day period from 28 October to 9 
November, 1983. The intensity data is in arbitrary units, and only the relative 
values are meaningful. The "raw" intensity profiles (Fig. 3.1a) show a general 
decrease in intensity level with depth, to be expected from attenuation and 
spreading of the transmitted signal.   The intensity levels extend over a dynamic 
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range of almost 70 dB. Clear differences between the day and night profiles can 
be seen at certain depth intervals, corresponding to changes in the distribution 
of scatterers. The log intensity anomaly (Fig. 3.1b) shows particularly well the 
changes in the depth distribution of scatterers between day and night. The 
average noon profile shows intensity peaks centered at 300 m, 560 m, and 1000 
m depth, as well as a trough at 190 m. The successively deeper peaks are asso- 
ciated with what will be referred to as the upper, intermediate, and lower 
scattering layers. The largest difference between day and night intensity levels 
occurs at a depth of 180 m and has a magnitude of 12 dB. 

In Fig. 3.1a the lower scattering layer is seen in the day profile as an 
intensity peak centered at 1000 m, compared to a night profile which is rela- 
tively flat. In Fig. 3.1b the night profile in the region of the lower layer is not 
flat, but shows a trough at the same depth as the peak in the day profile. Simi- 
larly, the night profile in Fig. 3.1a appears relatively flat near 190 m depth, 
where the day profile shows a deep trough, but there is a distinct peak near 190 
m in the night profile in Fig. 3.1b associated with the trough of the day profile. 
These effects are due to the nature of the anomaly field, which, by definition, has 
zero mean if averaged in time over the 13 day period. The relative values of 
peaks and troughs are retained in the anomaly presentation, but the existence of 
a peak at one time of day must be associated with a trough at another time 
(and visa-versa) in order for the time-mean anomaly value to be zero. The 
existence of true peaks and troughs in the intensity field, rather than regions 
greater or less than the mean value, can be inferred only from the "raw" inten- 
sity (e.g. Fig. 3.1a and Fig. 3.2). 

Based on a standard estimate of the significance of the difference 
between two sample means (Mack, 1966), it can be shown that the differences 
between the day and night profiles in the regions of the upper, intermediate, and 
lower scattering layers, as well as in the trough region centered at 190 m', are 
significant at the 90% confidence level. This implies that the difference between 
noon and midnight intensity profiles for a given day is larger than the expected 
variability of the noon profile and the midnight profile from one day to the next. 
This comparison of day and night profiles demonstrates that there is a 
significant day vs. night variation in scattering strength at certain depths, and 
highlights the depths of maximum variability. However, a presentation of this 
type does not show the space-time patterns of the daily migration cycle. These 
patterns can be identified in the 24 hour sequences of intensity and log intensity 
anomaly presented in Figs. 3.2 through 3.4. 

A single-day sequence of "raw" intensity profiles is shown in Fig. 3.2. 
The trough seen at 190 m in the day profile of Fig. 3.1 is perhaps the most 
prominent feature of Fig. 3.2, and is found to extend from about 0800 to 1600 
hrs. Intensity ridges outlining the upper and lower scattering layers can also be 
seen. Downward movement of both layers begins near 0600 hrs, with stabiliza- 
tion at depth from about 0900 to 1500 hrs, and upward movement ending near 
1800 hrs. The intermediate layer is not easily seen in this presentation, but can 
be identified in the log intensity anomaly (Fig. 3.3). The distinct line which 
extends throughout the 24 hr record at a depth of 480 m is due to the system 
gain change (Sec. 3.2).   Since this feature is very stable over the 13 day period, 
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Figure 3.3. Composite log intensity anomaly sequence. Composite log intensity anomaly is 
presented as a cascaded sequence of time series for depths between 60 and 1200 m. The log 
intensity anomaly [c.f. (3.3)] is the difference between the log intensity at a given depth and 
time, and the long-term mean log intensity profile. The composite log intensity anomaly is 
formed by averaging the single-day arrays of log intensity anomaly over 13 consecutive days 
[c.f. (3.4)]. Data in this plot are averaged over 18 min in time, and the depth interval 
between lines is 18.75 m.   Note that the depth axis is "reversed" in this figure. 
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it is not emphasized in the anomaly field. 

The ridge of high intensity in Fig. 3.2 which extends from roughly 700 
m to 1100 m at about 2100 hrs is due to system noise. Similar ridges can be 
seen in many of the single day intensity sequences, and some evidence of noise 
ridges remains in the 13 day composite intensity. These noise ridges tend to 
obscure the underlying patterns in the scattering field, and to increase the vari- 
ance of the composite profiles. The relative infrequency of occurrence of noise 
ridges, and the use of log intensity serve to minimize these effects, but some care 
must be exercised in interpreting features in the intensity (and velocity) ano- 
maly fields which extend over many depths, but are localized in time. 

The composite log intensity anomaly field is presented as a cascaded 
sequence of time series vs. depth in Fig. 3.3, and as a contour plot in Fig. 3.4. 
Relative to the "raw" intensity in Fig. 3.2, the intensity anomaly in Fig. 3.3 
shows suppression of those parts of the field which are steady with time, and the 
enhancement of temporal variability. This presentation gives a clear indication 
of the extent to which the peaks and troughs due to the DSL migration stand 
out from the background variability of the intensity field over a 24 hour period. 
The cascaded sequence (Fig. 3.3) emphasizes the continuity of the scattering 
layer "ridges" over depth and time, and is the only presentation which 
efi"ectively shows the continuity of the intermediate layer. This layer is seen as 
an intensity ridge near 300 m depth at 0700 hr, moving downward to roughly 
600 m by 1200 hr, and back up to 300 m at 1700 hr. The contour plot (Fig. 3.4) 
is presented in such a way that the scattering layers are isolated from the back- 
ground field, and the depth and thickness of the layers can be estimated. Note 
that the day and night profiles in Fig. 3.1b represent cross-sections through the 
contours of Fig. 3.4, parallel to the depth axis, at times of noon and midnight, 
respectively. Three layers with daytime depths of 300 m, 560 m, and 1000 m, as 
suggested by Fig. 3.1, can be clearly seen in Fig. 3.4. Typical thickness for'all 
three layers is well characterized by a scale of about 100 m, although the upper 
layer thickness is reduced to approximately 50 m during the day. 

Migration rates for the scattering layers can be estimated from the 
slope Az/At of the intensity anomaly ridges in Fig. 3.3 and 3.4. The upper 
scattering layer appears to migrate from a day-time depth of about 300 m to 
roughly 160 m o_r^ less in a period of about 3.4 hr, giving an average migration 
rate of 1.1 cm s . The intermediate layer moves from day-time depth of 560 m 
to 220 m or less in about 2.6 hr, giving a migration rate of 3.7 cm s~\, while the 
lower layer movjes from 1000 m to about 650 m in only about 2.3 hr, giving a 
rate of 4.2 cm s ^ 

The migration rates based on the slope of the ridges in the composite 
mtensity anomaly field can be compared to scatterer velocities estimated by the 
Doppler technique. A contour plot of the composite vertical velocity anomaly is 
shown in Fig. 3.5. Regions of large positive and negative vertical velocity are 
seen which correspond to the times of upward and downward scatterer migra- 
tion, respectively. The majority of the composite velocity field has magnitude 
less than O.S^cm s , while velocities in the regions of migration may be as large 
as 4.0 cm s . The increase in variability below about 800 m is not due to true 
variability in the velocity of the scatterers, but rather to the decrease in signal- 
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tonoise ratio with depth which causes an increase in the variance of the vertical 
velocity estimate (see discussion of Figs. 3.7 and 3.8 below). 

Figure 3.6 shows contours which enclose regions of positive log intensity 
anomaly (from Fig. 3.4) compared with contours enclosing regions of vertical 
velocity anomaly with magnitude greater than 1.8 cm s~^ (from Fig 3.5). For 
the lower layer, the correspondence between the region of largest scattering 
layer slope based on the intensity data, and the region of largest vertical velo- 
city from the Doppler data is striking. The maximum Doppler velocities in the 
"core" of^the lower layer are from 3-4 cm s~\ somewhat less than the rate of 
4.2 cm s computed from the intensity data. For the upper layer, the regions 
of large Doppler velocity appear to "cut through" the intensity field in a section 
where the scattering layer slope is small. Layer migration speeds based on the 
intensity data in this region are about 1.0 cm s~\ while the Doppler velocities 
have magnitudes from 1.8 to 3.6 cm s~^ The comparison of intensity-based and 
Doppler velocities is explored further in the discussion section. 

The variability of the intensity and velocity fields from one day to the 
next is presented in terms of the log intensity standard deviation (Fig. 3.7) and 
the vertical velocity standard deviation (Fig. 3.8). The two fields show a very 
similar structure, with two distinct features; an isolated region of high variabil- 
ity from about 0600 hr to 1800 hr extending over depths from 100-250 m, and a 
gradual increase in variability with depth at all times of day, starting at about 
800 m. The latter effect is the most easily explained. Due to attenuation and 
spreading of the transmitted signal, the backscattered energy level decays with 
range r as approximately r~^. For the downward-slanting sonars used in this 
study, this amounts to a decreasing signal-to-noise ratio (SNR) with increasing 
depth. Values of SNR drop to order 10 dB at a depth of about 800 m. Below 
this depth, estimates of intensity and velocity become less stable because of the 
increasing influence of noise. Thus, the variability below 800 m in Figs. 3.7 and 
3.8 is due to noise, not to an actual increase in the variability of the scattering 
field. Note that the existence of the lower scattering layer, centered at about 
1000 m during the day, causes an increase in SNR, and an associated decrease in 
variance of the intensity and velocity estimates. 

The isolated region of large daytime variability from 100-250 m depth 
seen in Fig. 3.7 and Fig. 3.8 is closely associated with the intensity trough seen 
in Figs. 3.2 and 3.4. This trough represents a decrease in SNR, but the values of 
SNR in this region remain above those responsible for the increased estimate 
variance at depths below 800 m. It is likely that the high values of intensity 
and velocity variance in the region of the intensity trough are due to an actual 
increase in the variability of the scattering field. 
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3.4 Discussion 

The distinguishing feature of the DSL migration pattern observed in 
this study is its persistence in both depth and time. The relative variability 
from day-to-day is small throughout the region where intensity ridges 
corresponding to the three scattering layers are seen (compare Figs. 3.4 and 3.7), 
implying a high degree of persistence in the migration patterns of the three 
layers over the 13 day observation period. The coefficient of variation in this 
region (not shown) has values less than 0.5. The temporal persistence scale of 
order 10 days indicated by these results is in contrast to that found by other 
investigators. Pearcy and Mesecar (1971) observed patterns of diurnal migra- 
tion using a 12 kHz echosounder in a region about 200 km west of Newport, Ore- 
gon. They found that the depth-time distribution of backscattered intensity 
showed "pronounced" variability between two 24 hour cycles separated by 3 
days. A more recent study by Greenlaw and Pearcy (1985), using a 20 kHz 
echosounder in the same general area as Pearcy and Mesecar (1971), found per- 
sistence in the spatial structure of the scattering layer between two successive 
24 hour periods, but "little similarity" in the structure of the scattering layer 
for observations separated by 1 day. 

The observing platform (R. P. FLIP) was not stationary with respect to 
the scatterers during the present experiment, implying some degree of spatial 
persistence in the DSL migration pattern. Over the 13 day measurement period, 
FLIP was pushed by prevailing winds and currents over a path of length ~ 115 
km, giving an average drift rate of ~ 9 km per day. A high degree of similarity 
has been observed between FLIP's drift track and progressive vectors of depth- 
averaged velocity computed from Doppler sonar data (Pinkel, 1983a, and unpub- 
lished data from this study). The results indicate that for depths greater than 
about 300 m, the ocean can be considered nearly stationary relative to the 
earth, when compared to the drift speed of FLIP. The scatterers making up the 
DSL migrate vertically, spending part of each day in the relatively fast moving 
surface water, and part in the slower moving deep water. For the scatterers in 
the intermediate layer, it might be assumed that residence time is split evenly 
between water moving with the same velocity as FLIP, and water stationary 
with respect to FLIP. In this case the displacement of the observing platform 
relative to the scatterers in the intermediate layer would be 4-5 km per day, or 
~ 50 km over the 13 day observation period. The overall displacement relative 
to scatterers in the intermediate layer would be somewhat less, and that rela- 
tive to the lower layer somewhat more than 50 km. Based on the arguments 
above, spatial persistence over scales of order 50 km is implied by the results of 
the present study. This in agreement with the results of Greenlaw and Pearcy 
(1985), who found patches of high scattering strength with horizontal extent of 
40-60 km within a scattering layer with a daytime depth of about 300 m. The 
apparent low degree of temporal persistence reported in the studies quoted 
above may be due to spatial variability if relative displacements between the 
observing platform and the underlying scatterers are greater than those encoun- 
tered here. 
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It should be noted that persistence scales based on low day-to-day 
intensity variability are not representative of scales of " patchiness" in the usual 
sense. Patches of migrating organisms aggregating on scales of order 50 km in 
the horizontal, and remaining aggregated for times of order 10 days would not 
be inconsistent with the results of this study. The low levels of variability in the 
scattering field from day-to-day tend to support this hypothesis. However, it is 
possible that the observed persistence is the result of several different patches, 
encountered at different times and horizontal locations during the observation 
period, all of which show similar patterns of migration. The low values of day- 
to-day variability would then be interpreted to mean that differences in scatter- 
ing strength between patches are small compared to the magnitude of the 
scattering strength anomalies which define the layers. In other words, the low 
values of relative variability in regions where distinct ridges are seen in the 13 
day composite intensity field indicate that well defined scattering layers are con- 
sistently present, and that the migration patterns of these layers are very simi- 
lar from one day to the next. However, the variability of scattering strength 
within a layer could be as large as 50% of the mean value and still be consistent 
with the observations. 

The only pronounced day-to-day variability, other than that expected 
due to decreasing SNR below 800 m depth, is found in a region where a well 
defined scattering layer is not present. This high variability is seen in both the 
intensity and Doppler velocity fields over depths from 100-250 m during daylight 
hours (Figs. 3.7 and 3.8), matching the location of the daytime intensity trough 
(Fig. 3.4). Values of the coefficient of variation in this region are from 0.5 to 
1.25. The increase in day-to-day variability may be due to the occasional 
occurrence of relatively large and mobile scatterers within insonified volumes 
which are composed mostly of small scatterers during these depths and times. 
Greenblatt (1981; 1982) reports the results of simultaneous biological and high- 
frequency acoustic sampling at a depth of 87 m off of the coast of Southern Cali- 
fornia. He argues that the acoustic measurements are dominated by larger 
scatterers at night than during the day, and that the occasional occurrence of 
large scatterers during the day accounts for an increase in daytime scattering 
strength fluctuations. Similarly, the intensity anomalies defining the upper and 
intermediate scattering layers in the present study may by caused by larger 
scatterers (large euphausiids and small fish) which dominate the near surface 
(0-200 m) acoustic measurements at night, but migrate to depths greater than 
250 m during the day. Scattering in the near surface region during the day 
would then be due to smaller, although perhaps relatively more abundant 
scatterers such as small euphausiids and large copepods. 

The occurrence of a large scatterer in a small-scatterer dominated field 
will cause a large relative intensity change, and the sporadic occurrence of such 
a scatterer will cause a high degree of intensity variability. The occurrence of 
the same large scatterer in other regions, where large scatterers already form 
the dominant acoustic source, will cause only a small fractional change in back- 
scattered intensity, and sporadic occurrence will not result in significantly 
increased intensity variability. Thus, the high values of relative intensity varia- 
bility observed in the region of the daytime intensity trough may be due to the 
occasional occurrence  of larger scatterers in  a background  field composed of 
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small scatterers. Since a similar pattern of near surface variability is seen in 
the Doppler velocity, it is suggested that the occasionally occurring, larger 
scatterers are also more mobile. 

The general pattern of vertical migration is symmetric about local 
noon, but careful analysis reveals differences in the upward and downward 
migration rates. For the upper and intermediate layers, the time between 
minimum and maximum observed depths is shorter for the upward portion of 
the cycle (Fig. 3.3). Velocity estimates based on the slopes of the intensity 
ridges show that the upward migration has an average rate from 10 to 20% fas- 
ter than the downward migration. The tendency for upward migration rates to 
be faster than downward was also seen by Greenblatt (1982). He found that the 
transition from low to high scattering levels at a depth of 87 m at dusk (upward 
migration) was approximately 60% faster than the transition from high to low 
scattering strength at dawn (downward migration). Comparison of upward and 
downward migration rates for the lower layer in the present study shows the 
opposite tendency; the upward migration is some 10% slower than the down- 
ward migration. 

The migration speeds based on the slope of the ridges in the intensity 
anomaly field effectively measure the average speed of scatterers within the 
layer. Since the layers change in thickness as they move upward and downward, 
it is clear that the velocities within the layer are not uniform. Portions of the 
scatterer population may move significantly faster or slower than the mean 
speed. The vertical velocities from the Doppler sonar come from an intensity- 
weighted sum of the scatterer velocities within the insonified volume: Scatterers 
of high intensity are more heavily weighted in the volume-average velocity than 
those of low intensity. The intensity ridges which define the scattering layers 
are superimposed on a background intensity field composed of non-migrating 
scatterers. The scatterers in this background field are assumed to be passively 
drifting, moving in response to the dynamic velocities within the surrounding 
fluid volume. The largest contribution to vertical velocity due to dynamical 
sources comes from high frequency internal waves. Maximum values of vertical 
velocity for these waves can be expected to be of order 0.5 cm s~^ when aver- 
aged in the manner used to form the vertical velocity anomaly (Fig. 3.5). Con- 
tributions to vertical velocity from lower frequency dynamical sources will be 
considerably less than 0.1 cm s~^ Thus, the background intensity field tends to 
weight the Doppler velocities towards small values compared to the scatterer 
migration rates. 

The increase in vertical velocity magnitude at the core of the lower 
layer is consistent with the increasing magnitude of the intensity anomaly: As 
the intensity ridge defining the migrating scattering layer becomes more dom- 
inant over the background, non-migratory scattering field, the Doppler velocities 
approach the speeds computed from the slope of the intensity ridge. The velo- 
city anomalies in the region of the upper layer, however, do not match the 
values computed from the slope of the intensity ridges in the same region. In 
fact, the velocity anomalies are the most pronounced where the migration rate 
of the upper layer appears to be near zero (Fig. 3.6). This can be explained by 
considering the intermediate layer which migrates from about 600 m up to at 
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least the depth of the upper layer (Fig. 3.3). As the ridge defining the intermedi- 
ate layer merges with that of the upper layer, its subsequent movement becomes 
unclear. Careful observation of the intensity data reveals the existence of a 
steeply sloped, downward perturbation of the upper layer intensity ridge as it 
merges with the intermediate layer (e.g. features between 200 and 250 m depth 
at 0630 hrs. in Fig. 3.4). This suggests that the intermediate layer may continue 
to migrate upward, "through" the upper layer. This is supported by the 
Doppler velocity data which show large vertical velocity magnitudes in the 
region where the intermediate and upper layers intersect (Fig. 3.6). In this case, 
the scatterers of the upper layer form the nearly stationary background field, 
and the faster moving scatterers from the intermediate layer produce the verti- 
cal velocity anomaly. The magnitudes of the Doppler velocities in this region 
reach a maximum of 3.6 cm s , in good agreement with the average migration 
rate of 3.7 cm s~ computed from the slopes of the intensity ridges defining the 
intermediate layer. 

3.5 Chapter summary 

The principal result of this study is the observation of three distinct 
acoustical scattering layers whose patterns of vertical migration show a high 
degree of persistence over a time period of 13 days, and horizontal scales of 
order 50 km. The three layers are observed over a depth interval of 60 to 1200 
m using a high frequency (67 kHz) Doppler sonar. The patterns of diurnal 
migration are evident in both the backscattered intensity and Doppler velocity. 
Analysis of the variations of intensity and velocity from a long-term temporal 
mean state provide complementary methods of characterizing the migration 
patterns. The daytime depths of the three scattering layers are about 300, 560, 
and 1000 m. Typical layer thickness is of order 100 m. Analysis of both inten- 
sity and Doppler velocity data indicates average migration rates of about 1, 3, 
and 4 cm s , respectively, for the successively deeper layers. Upward migration 
for the two shallowest layers appears to be 10 to 20 percent faster than down- 
ward migration, while the opposite is true for the deepest layer. Differences 
between day and night profiles of backscattered intensity at the depths of the 
scattering layers are found to be significant compared to diff'erences between 
successive days or successive nights. In general, day-to-day variability in the 
intensity field is small compared to the magnitude of the intensity anomalies 
which define the scattering layers. The only exception is an isolated region from 
100-250 m depth during the day. The high variability in this region may be 
explained by changes in the size class of the dominant scatterers from day to 
night. 

83 



A. J. Plueddemann 

CHAPTER IV 
BIASING OF THE COVARIANCE-BASED SPECTRAL MEAN ESTIMATOR 

IN THE PRESENCE OF BAND-LIMITED NOISE 

4.1 Introduction 

The covariance processing (OF) technique, introduced by Rummler 
(1968) is now well established in the analysis of data from pulse-to-pulse 
coherent meteorological Doppler radars (Doviak and Zrnic, 1984). The tech- 
nique has also been applied to the measurement of atmospheric winds using 
pulse-to-pulse incoherent Doppler sonars (Underwood, 1981). Oceanographic 
applications include Doppler sonars using both incoherent (Pinkel, 1979; 1983a; 
Christensen, 1983) and coherent (Lhermitte, 1983; Lhermitte and Poor, 1983) 
systems. All of these Doppler systems measure the mean Doppler shift in the 
spectrum of backscattered energy from a pulsed transmission to gain knowledge 
of the velocity field in the medium. 

The estimation of spectral mean frequency (spectral first moment) by 
the CP technique for a Gaussian shaped signal spectrum contaminated by addi- 
tive noise has been considered by many investigators including Miller and 
Rochwarger (1972), Sirmans and Bumgarner (1975b), and Underwood (1981). 
These authors have concluded that covariance-based processing (also known as 
"pulse-pair" processing) provides an unbiased estimate of the spectral mean fre- 
quency for all signal-to-noise ratios (SNR) if the additive noise is "white". The 
hypothetical case of truly uncorrelated or "white" noise in the received signal 
would require that the noise spectrum have constant energy density and an 
infinite bandwidth. For an operational instrument with finite overall bandwidth, 
the noise can be considered "white" only if the noise spectrum has nearly con- 
stant energy density over a range of frequencies which is large compared to the 
bandwidth of the signal of interest. 

In a pulsed Doppler system, the overall receiver bandwidth must be at 
least as large as the inverse pulse length to maintain acceptable fidelity of the 
received echo (Doviak and Zrnic, 1984). For incoherent Doppler systems which 
do not employ pulse-to-pulse Doppler shift "tracking" (Rowe and Young, 1979), 
it is necessary for the receiver bandwidth to be larger than the inverse pulse 
length in order to accommodate a range of Doppler shifts. Increasing receiver 
bandwidth beyond that required by the above constraints is undesirable since it 
results in a decrease in the signal-to-noise ratio. The result is a band-limited 
noise spectrum at the receiver output with a bandwidth which may not be 
significantly larger than the signal bandwidth. This band-limited noise has non- 
zero autocovariance at small time lags and must be considered in evaluating the 
performance of the CP technique of mean frequency estimation. 
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This study shows that the CP mean frequency estimator exhibits a 
significant bias at low SNR if the noise bandwidth is not large compared to the 
signal bandwidth. The nature of the bias is to force the CP estimated Doppler 
shift towards the center of the frequency band passed by the receiver. Biases as 
large as 7 to 50 percent are predicted for signal-to-noise ratios from 10 dB to 0 
dB, respectively. Incoherent Doppler systems are often operated under the con- 
ditions of low SNR and large signal-to-noise bandwidth ratio where this biasing 
effect is important. 

This chapter first reviews the CP technique and develops a theoretical 
framework for estimating the biasing effect of band-limited noise on covariance- 
based mean frequency estimates. It is found that the magnitude of the bias for 
a given Doppler shift can be expressed in terms of the signal-to-noise power ratio 
and the ratio of the normalized covariance amplitude for the signal to that for 
the noise. Methods of correcting for noise-biasing are discussed next with 
emphasis on situations where the noise covariance is not known explicitly. It is 
shown that bias correction in the absence of noise covariance measurements can 
be accomplished using estimates of the signal and noise bandwidths and models 
of the signal and noise covariance functions. Finally, the covariance modelling 
technique of bias correction is applied to oceanic velocity measurements made 
with a pulse-to-pulse incoherent Doppler sonar using the CP mean frequency 
estimator. 

4.2 Covariance Processing (CP) 

The covariance-based estimator for spectral moments has been exten- 
sively described by many authors (Miller and Rochwarger, 1972; Serafin, 1975; 
Sirmans and Bumgarner, 1975b; Passarelli and Siggia, 1981; Lhermitte and 
Serafin, 1984) with emphasis on application to coherent radar and sonar process- 
ing. A brief description of the CP technique as used for the estimation of mean 
Doppler shift is given in this section. 

A simple Doppler system interrogates a sample volume in the medium 
with a pulsed transmission of the form 

Xo(t)   = a cos (27rf,t) G(t) (4.1) 

where 

to<t<t,+Tp 

otherwise, 

fc is the carrier frequency, and Tp is the pulse length. The received signal is the 
sum over the sample volume of contributions to amplitude and phase from many 
individual scatterers. It is convenient to refer to the region of space interro- 
gated by the transmitted pulse using the along-beam dimension of the sample 
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volume, commonly called a range gate. The signal received at time t after the 
start of transmission comes from a range gate of extent Ar =cTp/2 centered at 
r =ct/2 — cTp/4 and can be expressed as (Serafiin, 1975) 

X(t)   = Re ] exp[ i27rf,t ] S(t) exp[ i0(t) (4.2) 

where S(t) and ^(t) are the resultant amplitude and phase, respectively. 

Since only the complex envelope, S(t) exp[ i</i>(t) ] of (4.2) is of interest, 
a homodyning or heterodyning system is often used to remove the carrier fre- 
quency and separate the received signal into in-phase (I) and quadrature (Q) 
components. The I and Q components, properly normalized, can be combined to 
form the complex envelope 

Z(t)   =  S(t) exp[ i0(t) ]   = I(t)   + iQ(t) (4.3) 

The squared magnitude of Z gives the received signal power, S", and the phase 
of Z is related to the Doppler shift. 

The mean Doppler shift introduced by an aggregate of moving scatter- 
ers is related to the average velocity within the sampling volume. The scatter- 
ers within the volume may have varying acoustic cross sections and be moving 
at slightly different speeds. As a result, the received signal does not contain a 
single Doppler shift, but rather a distribution of received power with frequency 
forming a Doppler spectrum P(f) with a power-weighted mean Doppler shift 

oo oo 

r = / f p(f) df / / p(f) df (4.4) 

The component of velocity along the transmitter beam axis is given by 

V   = V .d    = c7/2f, (4.5) 

where v is the average velocity in the sample volume, d is the unit vector in 
the direction of the beam, and c is the speed of wave propagation in the 
medium. The volume-averaged radial velocity (4.5) is a fundamental measure- 
ment for all Doppler systems. Knowledge of 7 is sufficient to determine v since c 
and fg are known constants for a particular system operating in a given 
medium. 

Classical methods for determining the mean Doppler shift involve com- 
puting the power spectrum of the complex receive signal (4.3) and estimating the 
power weighted mean frequency from (4.4). With the CP technique, the Doppler 
spectrum is not computed; instead the spectral moment is determined from the 
complex covariance function 

C(r)   = <Z(t)Z*(t-f r)> (4.6) 

where   the   brackets   imply   ensemble   averaging   and   *   denotes   conjugation. 
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Exploiting the fact that the Doppler spectrum is the Fourier transform of the 
covariance function 

oo 

P(f)   =   /    C(r)exp[-i27rfr]   dr (4.7) 

it can be shown (Appendix B) that the first spectral moment is well approxi- 
mated by 

f    = (27rr)-i   Arg [ C(r) ] (4.8) 

For a noise-free, symmetric Doppler spectrum 7 is an unbiased estimator for T as 
r approaches zero. In practice, the estimator performs well for covariance lags 
7" <C cr~^, where (7^ is the bandwidth of the Doppler spectrum. The CP mean 
frequency estimator (4.8) can be applied to both coherent and incoherent 
Doppler systems, but differences in the computation of covariance must be 
recognized. Further discussion of the CP technique, and its application to 
coherent and incoherent Doppler systems, can be found in Appendix B. 

4.3 CP in the presence of band-limited noise 

a. Description of noise biasing. The presence of background noise is unavoidable 
in a realizable Doppler system. Contributions to noise power can be separated 
into two additive components: 1) system noise, observed at the receiver input, 
and 2) noise generated by the receiver. Multiplicative noise, due to distortion or 
non-linearity in the system electronics, will not be considered here. Contribu- 
tions to system noise are primarily from the ambient noise of the medium, 
transmit-receive switches, and transmission lines. Receiver noise comes from 
amplifiers, multipliers and filters in the receive circuitry. The system noise 
spectrum contains energy over a wide range of frequencies and typically has a 
bandwidth which is large compared to that of the the received signal. If, in 
addition, the system noise spectrum has nearly constant energy density in the 
frequency range of interest, then the system noise may be considered "white". 

The noise at the receiver output is the sum of system noise and receiver 
noise. This noise is band-limited by the receiver filter(s) and has a covariance 
function characterized by a finite decay time or correlation time of order cr~\ 
where a^ is the noise bandwidth, taken at the -3 dB points of the receiver fre- 
quency response function. Since the noise covariance at the receiver output has 
a finite decay time, the concept of true "white" noise (noise covariance =0 for 
lags > 0) in the received signal is invalid, even if the system noise is approxi- 
mately "white". It is possible for the noise in the received signal to be con- 
sidered effectively "white" if the noise covariance has a decay time much 
shorter than the sampling interval of the signal. If the signal portion of the 
Doppler spectrum has a -3 dB bandwidth of a^, then the signal covariance must 
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be computed at lags less than a~^ to recover useful phase information. Taking 
the noise covariance decay time to be a~^ and the sampling interval to be 
< (Tg   ,   the   condition   for   validity   of   the   'Vhite"    noise   approximation   is 
On 1   <C 0-3 1 or 

^s / ^n   < 1 (4.9) 

It is the interest of this paper to consider situations where condition (4.9) does 
not hold, so that estimation of spectral moments using (4.8) requires the con- 
sideration of additive, band-limited noise in the received signal. 

The effect of band-limited noise on the CP estimator has not been 
explored extensively by previous authors. This is because most applications of 
the CP technique have been to pulse-to-pulse coherent Doppler radars, where 
the "white" noise approximation is valid. In fact, the nature of the coherent 
processing scheme (Appendix B) whether it is applied to meteorological radars or 
oceanic sonars, makes the condition (4.9) strongly satisfied. This can be 
confirmed by computing signal-to-noise bandwidth ratios for the coherent 
Doppler systems described by Sirmans and Bumgarner (1975a): CTg ~ 10 Hz, 
CTn ~ 1 MHz, Og / (Jjj ~ 10^, and by Lhermitte (1983): (Tg ~ 1 Hz' 
<Jjj ~ 17 kHz, (Tg / (jjj ~ 6x10"^. In contrast, if we compute bandwidth ratios 
for the incoherent systems of Underwood (1981): CTg ~ 10 Hz, a ~ 100 Hz 
CTg / C7n ~ IQ-i and Pinkel (Table 1.1): Og ~ 30 Hz, ' al ~ 200 Hz, 
^s / <^n ~ 10 I it is seen that the "white" noise approximation is marginally 
valid at best. For any Doppler system where the noise bandwidth is not much 
greater than the signal bandwidth, and for pulse-to-pulse incoherent systems in 
particular, biasing of the CP estimator due to band-limited noise must be con- 
sidered. 

The efi"ect of band-limiting on the signal and noise covariance functions 
is shown graphically in Fig. 4.1. The figure is representative of the incoherent 
Doppler sonar of Pinkel (1983a), which operates with a signal-to-noise bandwidth 
ratio of order 10 ^ In order to minimize the variance of the CP mean fre- 
quency estimator, it is desirable to operate such a system in the region 
0 < ■^ ^s ^ 0.2, where T a^ is the normalized covariance lag (Miller and 
Rochwarger, 1972). Inspection of Fig, 4.1 shows that the noise covariance ampli- 
tude is not negligible compared to that of the signal for small values of normal- 
ized lag when SNR is near 1.0. A detailed discussion of the effect of band- 
limited noise on the CP mean frequency estimator, including the effects of SNR 
and the noise-to-signal covariance amplitude ratio, is given below. 

Given that the receiver output, composed of in-phase and quadrature 
signals, is corrupted by additive band-limited noise with covariance C^{T), the 
complex signal-plus-noise can be written 

Zsn(t)   =   [l(t)   +  Ni(t)]    +  i[Q(t)   +  NQ(t)] (4.10) 

with I and Q as in (4.3) and where the total noise power is 
N = <Ni > -f- <NQ > = Cn(0). The noise is considered to have zero 
mean and to be uncorrelated with the signal.   If the noise spectrum is symmetric 
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Figure 4.1. Effect of hand-limiting. Normalized amplitude of signal and noise covariance vs. 
normalized lag rtTj for different signal-to-noise bandwidth ratios. For c, / (TQ <C 1 the noise 
covariance (dark line) is taken to be zero for lags greater than zero, and the signal covariance 
(light line) is a "triangle" function. For a, / (T„ ~ 10~* the noise covariance (dotted) decays as 
sine (rcTn), and the signal covariance (dashed) shows some distortion due to band-limiting. In the 
band-limited case, the amplitude of the normalized noise covariance is not negligible compared to 
that of the signal for small values of normalized lag. 
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Figure 4.2.   Fractional bias vs. covariance amplitude ratio    Fractional bias ( 7  — 7   )   /  T 
normalized covariance amplitude ratio a   = R^ / R^, and SNR   = SVN^-   Normalized DoppI 
shift is fixed at 7 =0.5.  Values are computed from (4.14). 
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about zero frequency, then Nj and NQ are statistically independent (Helstrom, 
1968) and the signal-plus-noise covariance is 

CsnW   = <Z3n(t)Z3;(t+r)> 

= <S(t)S(t +T) > exp[ i27iTr]   + <Ni(t)Ni(t +r)> 

+ <NQ(t)NQ(t+r)> 

= C3(r)exp[i27iTr]   + C„(r) (4.11) 

where Cg and C^ are the signal and noise covariance amplitudes, respectively. 
Note that with these assumptions the noise covariance appears only in the real 
part of Cgjj. 

Dividing  (4.11)  by  the  signal-plus-noise  power,  Csn(O)   = S^   + N^, 
produces the normalized covariance function 

D    /  ^ "^snC^) SNR        ^  ,  , r .      ^   1 
^-(^^ ^ -^j^ = iF^iTT ^^(^) ^^P[ ^^^^ ] 

which can be used in place of C(r) in (4.8) to give the CP mean frequency esti- 
mator for signal plus band-limited noise 

7    = (27rr)      arctan sin (27iTr) 

cos (27iTr)   + a{T) / SNR 
(4.13) 

where a (r) = R„(r) / Rs(r) is the^ normalized, noise-to-signal covariance 
amplitude ratio and SNR = S^ / N" is the signal-to-noise power ratio. The 
term ( a / SNU ) is identified as the biasing factor due to band-limited noise. 
Using the definitions of R^, R^, and SNR, the biasing factor can be alternately 
expressed as the noise-to-signal covariance ratio Cn(t) / Cs(t). The expression 
as used in (4.13) separates the part of the bias which is due to the relative mag- 
nitude of the noise covariance at non-zero lag from the part due to the noise 
power (covariance at zero lag). This separation facilitates much of the discus- 
sion which follows. 

The expression (4.13) can be generalized by recognizing that the covari- 
ance for an operational Doppler system will be obtained at discrete lags related 
to the sampling interval for the complex envelope (see B.14). The parameters in 
(4.13) are non-dimensionalized using the nyquist frequency f = (27^)"^ 
where r^ is the the sampling interval. Taking 7=7/ f^^^ as the non- 
dimensional Doppler shift, and /   = r [.„_ as the non-dimensional covarian nyq ice 
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lag gives the normalized CP mean frequency estimator 

7=7/ f       = — arct£ 
TT 

Sin 7r7 

cos 7r7  + a (r') / SNR 
(4.14) 

If SNR >> 1 or Rs(r) >> Rn(7") (equivalent to condition (4.9) being 
satisfied) then an unbiased mean frequency estimate is recovered from (4.14). 
Otherwise there is a bias which depends on SNR and the value of a at lag r. 
The covariances Rg and R^ will both be positive for small lags and the effect of 
the biasing term wilLbe to increase the magnitude of the denominator in (4.14), 
thereby decreasing 7 towards zero, regardless of whether the true mean fre- 
quency is positive or negative. The nature of the bias is to force the CP 
estimated Doppler shift towards the center of the frequency band passed by the 
receiver. In situations where pulse-to-pulse tracking of Doppler shift (Rowe and 
Young, 1979) is not used, the expressions (4.13) and (4.14) imply a bias towards 
zero velocity. For the more general case where tracking is employed, the bias is 
towards the velocity corresponding to the frequency at the center of the track- 
ing band. 

The behavior of the fractional bias {T—I ) /T vs. a for various 
values of SNR is shown in Fig. 4.2. The curves are computed from (4.14) assum- 
ing that r is the first available covariance lag for a given sampling interval 
(''" = TD)- _The value of t_he true Doppler shift is fixed by taking 7 = 1/2, or 
7= (47"o) • Choosing 7 = 1/2 makes the bias magnitudes in Fig. 4.2 
representative of the maximum expected values of both the fractional bias (Fig 
4.3) and the " absolute" bias (Fig. 4.4) for SNR > OdB. 

Figure 4.2 shows that fractional bias ranging from 7 to 50 percent may 
be expected as SNR falls from 10 dB to 0 dB with a = 1.0. For a = 0.1, the 
expected bias ranges from 1 to 7 percent for the same values of SNR. It'was 
shown above that incoherent Doppler systems often have signal-to-noise 
bandwidth ratios of order 0.1. For systems incorporating Doppler frequency 
"tracking" (Rowe and Young, 1979), this ratio may approach 1.0. Depending on 
the nature of the signal and noise covariance functions, and the covariance lag 
used for a given system (e.g. Table 4.1), the resulting values of a can easily be 
0.10 or larger. Hence, for a "typical" incoherent Doppler sonar 
(0.10 < a < 1.0) operating in a low SNR environment (0 dB < SNR < 10 
dB) biasing due to band-limited noise may cause errors of 1 to 50 percent in the 
CP mean frequency estimate. 

Hansen (1985b) presents an expression for a noise biased CP mean fre- 
quency estimator similar to (4.13). Hansen's expression does not include the 
parameter a{T), and hence is valid only in the limit as r —»-0 where the normal- 
ized covariance amplitude ratio Q{T) = R„(r) / Rg(r) is expected to approach 
1.0. Considering only this limiting case obscures the role of the changes in a{T) 
for difi'erent signal and noise covariance functions at finite lags. The importance 
of this efl'ect can be seen from Fig. 4.2: Hansen's expression may significantly 
over-estimate the biasing efl'ect if the true value of a is less than one. As an 
extreme    example,    it    has    been   shown    by    previous    authors   (Miller    and 
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Figure 4.3. Fractional bias vs. Doppter skift. Fractional bias ( T — T ) / T vs. normalized 
Doppler shift ^1=1/ f^y,, and SNR = S^ / N^ Normalized covariance amplitude ratio re 
fixed at a   =   1.0   Values are computed from (4,14).   Note that! = 7 / 2 for all Tat SNR = 1.0 
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Figure 4.4. Normalized bias vs. Doppler shift. Normalized bias (7—7 ) vs normalized 
Doppler shift and SNR. Parameters are as in Fig. 4.3 Inset shows normalized bias vs. normalized 
Doppler shift for SNR of 16 (upper line), 32, 64, and 128. 
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Table 4.1. Covariance amplitude ratios for the MPL Doppter sonar. Predicted values of 
normalized covariance amplitude ratio a = R„(kT(,) / R3(kro) for the MPL Doppler sonar are 
given in the table. Values for lag 1 (k = 1) and lag 2 (k = 2) are shown for both Gaussian and 
boxcar spectral models. The sampling frequencies of 400 Hz and 500 Hz represent the two 
different values used during the MILDEX experiment. 

CORRELATION RATIO 

fo - 500 Hz fg - 400 Hz 

k Gauss. Boxcar Gauss. Boxcar 

1 0.50 0.82 0.44 0.71 

2 0.12 0.30 0.04 0.03 

Rochwarger, 1972; Sirmans and Bumgarner, 1975b) that the CP mean frequency 
estimator is unbiased for all SNR if the noise covariance is zero for lags greater 
than zero. This result is recovered from (4.13), but not from Hansen's expres- 
sion, which predicts a bias dependent only on SNR. 

The magnitude of the bias predicted by (4.13) depends on both 
(Q; / SNR) and T, the value of the true Doppler_shift. The dependence of the 
fractional bias on the normalized Doppler shift 7 is illustrated in Fig 4 3 for 
various values of SNR. The value of a(r) is fixed at 1.0, so these curves 
represent the maximujn expected biases. The fractional bias decreases with 
increasing values of 7 for SNR > I, and increases with increasing 7 for 
SNR < 1. Significant values of fractional bias ( > 10% ) occur for all but the 
highest Doppler frequencies when SNR is between 10 dB and 0 dB. The magni- 
tude of the normalized bias -/ -7 as a function of 7 and SNR is shown in 
Fig. 4.4. For SNR > 1 the bias has a maximum near 7 = l/2. Note that the 
noise biasing term has the same effect as a DC offset in the in-phase channel as 
described by Sirmans and Bumgarner (1975b), if SNR is considered as 'the 
signal-to-DC power ratio (compare their Fig. 9 to Fig. 4.4, inset). 

b. Correction of noise biasing: Noise covariance known. The bias predicted by 
(4.13) can be corrected if the magnitude of the noise covariance can be deter- 
mined for the lag at which the signal-plus-noise covariance is measured. Most 
Doppler systems measure the echo intensity (covariance at r =0) as well as the 
complex covariance at one or more non-zero lags.   The available covariance lags 
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are determined by the sampling interval of the system. If the complex envelope 
is sampled at intervals T^, then the covariance has the form C (kr^), where k = 
0, 1, 2, ... is the lag index (see B.14). The discretely sampled signal-plus-noise 
covariance for the first three lags (k =0, 1, 2) can be written 

Csn(O)   = S2   -f N2 (4.15a) 

Csn(7-o)   = S2 R^{T^) exp [ i27iT-r^ ]   + N^ R^(rJ (4.15b) 

Csn(27-o)   = S2 R3(2rJ exp [ i27iT2r^ ]   + N^ R^(2rJ (4.15c) 

If the noise covariance function (equivalently the noise spectrum) for 
the system is known and considered invariant from pulse to pulse, then 
^ni'^) = N- Rjj(r) can be subtracted from CS^{T) to produce an unbiased esti- 
mate of 7 from any non-zero lag covariance (Miller and Rochwarger, 1970; 1972). 
In practice C^{T) IS rarely known a priori, but must be estimated from a time 
interval where there is no transmission, or from a small fraction of the return at 
far range where the echo intensity has decayed significantly. 

^ The most straightforward way to correct for biasing due to correlated 
noise without making the assumption of time-invariant noise covariance is to 
choose the PRT to be longer than the decay time of the return echo. In this 
case a fraction of the return at far range will have virtually no contribution 
from the signal, and the noise covariance for a given lag can be estimated 
directly from C,^ (i.e for SNR < 1, C^^{T) % C^{T) ). A time-varying bias 
correction can then be made by subtracting estimates of Cu(r), averaged over 
the "noise-only" region of a pulse or group of pulses, from the corresponding 
signal-plus-noise covariance. Unfortunately, extending the PRT by a sufficient 
amount to obtain accurate noise covariance estimates results in fewer pulses 
and hence larger velocity variance, in a given averaging interval. 

Underwood (1981) describes a bias-correction technique which uses esti- 
mates of noise power from a segment of the return where SNR <: 1 to elim- 
inate the noise contribution to the signal-plus-noise envelope. Underwood's 
method is equivalent to subtracting estimates of <Ni > and <NQ > from 
Zsn(0 in (4.10) prior to computing the covariance. If Nj and NQ do not have 
zero mean this processing step is necessary to prevent biasing from DC offsets in 
the I and Q channels (Sirmans and Bumgarner, 1975b). It is important to real- 
ize that correction for DC offsets in the received signal will not eliminate biasing 
due to non-zero noise covariance, and that knowledge of the noise power is 
insufficient to make a bias correction to the measured signal-plus-noise covari- 
ance unless Rii(7') is known. 

The sensitivity of bias to SNR (Figs. 4.2 - 4.4) means that small 
fluctuations in the noise power from an assumed constant value, or uncertainties 
in the noise covariance estimate from a small sample can lead to significant bias 
errors even if correction is attempted. In a situation where noise power varies 
considerably over time and the noise covariance cannot be measured in isolation 
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(SNR > 1 over the PRT), bias correction by the methods described above is 
not possible. It is desirable to have a method of estimating a time-varying noise 
covariance directly from the measured values of the signal-plus-noise covariance 
without requiring SNR << 1 over some portion of the measurement. Such a 
method is introduced in the next section. 

c. Correction of noise biasing: Noise covariance unknown. Without prior 
knowledge or real-time measurement of the noise covariance, bias correction 
cannot be done by the methods described in section (4.3b). Instead, a correction 
method which accounts for the biasing effect of band-limited noise without 
requiring direct measurement of noise covariance is needed. This can be accom- 
plished by introducing models of the signal and noise covariance functions. The 
covariance modeling approach allows correction for noise biasing using measure- 
ments of signal-p/us-noise covariance at more than one lag. In addition to pro- 
viding a bias correction technique, covariance models can be used to predict 
potential biasing problems for the general class of Doppler systems to which 
they apply. The modeling approach, of course, is only effective to the extent 
that the covariance functions of the model are representative of those encoun- 
tered during operation of the instrument. 

It is sufficient to model the covariance function amplitude as a function 
of lag. The environmentally dependent parameters, Doppler shift and SNR, are 
determined from the data. A composite covariance Rsn(r) = RJT) + R (r) 
is considered where Rg and R^ are the covariance function amplitudes normal- 
ized by the signal and noise power, respectively. This approach yields the nor- 
malized spectra directly from the model covariances through the Fourier 
transform relationship (4.7). Doppler radar data have been successfully modeled 
using a Gaussian shaped signal covariance plus additive noise (Sirmans and 
Bumgarner, 1975a). If the noise covariance is also taken as Gaussian shaped, 
the signal and noise model covariances can be written 

RS{T)   = exp [-27r2T2b32] (4.16^) 

Rn(r)   = exp [-27r27^b^2] ^^^^^^ 

where the bandwidth parameters bg and b^ are determined by the -3 dB widths 
CTg and o-jj of the signal and noise spectra, respectively (bg = .425 cr^, and b = 
.425 a^ for the Gaussian case). The corresponding normalized spectra for signal 
and noise are 

P3(f)   =(27r)-nr^   exp [-f 2/2632] (4.17a) 

P„(f)   = (27r)-'^ b„-i   exp [ -f 2 / 2b,2 ] (4.17b) 

The expressions (4.16) and (4.17) will be called the Gaussian model. 

Detailed studies of Doppler sonar data by Hansen (1984; 1986) and by 
the authors show that for incoherent systems, using gated pulses of the form 
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(4.1) and "boxcar" receive filters, the Gaussian model may not be appropriate. 
For systems where the bandwidth-pulse length product a^ Tp is greater than 
one, the signal covariance can be successfully modelled as a "triangle" function, 
corresponding to a sinc^ signal spectrum. The noise covariance has the form of 
a sine function due to the band-limiting effect of the "boxcar" receive filter 
(Fig. 4.1). Specifically, the signal and noise covariance functions are 

r   (l-b3r)        Ir|<b3-i 

^^(^)   -  "    0 otherwise (^-l^a) 

Rn(r)   = sine [ b^r] (4.18b) 

where here b^ =1.1303, ^n=^n , a-nd sinc(x) =sin(7rx) / TTX . The 
corresponding normalized spectra are 

Ps(f)   = \-' sine2 [ f / b^ ] (4.19a) 

P,(f)   = b-^n [f/bj (4.19b) 

where n(x) is the "boxcar" function 

1 -Va   <   X   <   1/2 

0        otherwise 

/ 

n(x) = 

Since this model results from taking the transmitted pulse to be "boxcar" in 
time (see (4.1)) and the noise spectrum to be "boxcar" in frequency, (4.18) and 
(4.19) will be called the boxcar model. A comparison of the spectra predicted by 
the boxcar model to observed Doppler spectra for the system of Pinkel (1983a) is 
shown in Fig. 4.5. 

The effect of band-limiting on the signal covariance, amounting to a 
convolution of (4.16a) and (4.18a) with sinc[ b^r ], is to cause a slight distortion 
of the covariance function shape (Fig. 4.1). This effect could easily be incor- 
porated into the models. The error in computing a{T) without considering the 
effect of band-limiting on the signal covariance is less than 5% for the applica- 
tion considered in this paper (Sec. 3.4). Thus, including this effect was con- 
sidered unnecessary. 

The Gaussian and boxcar models both yield solutions for RS(T) and 
Rn(r) for any lag if the signal and noise bandwidths are known, and in principle 
allow a solution for the unknowns 7, S^ and N^ from the three equations (4.15). 
This general solution is nonlinear and is quite sensitive to small deviations of the 
data from the model predictions. Bias corrections based on this solution per- 
formed poorly in tests using actual sonar data (Sec. 3.4). A much simpler and 
more robust solution, which requires only two autocovariance lags, is possible if 
the phase change of the signal is small over the sample interval.   This condition 
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Figure 4.5. Normalized spectra for the MPL Doppler sonar Observed spectra (dark lines) for 
pulse lengths of a) 10 ms, b) 20 ms, c) 40 ms, and d) 80 ms are compared with spectra predicted by 
the boxcar model (light lines). Penodogram spectral estimates are made from a 256 point FFT of 
the return from a single pulse and averaged over 100 pulses to produce the observed spectra The 
data have been passed through a 100 Hz low-pass filter in the receiver prior to processing. The 
model spectra, initially computed from (4.19) with -97 5 Hz < f < 97.5 Hz, b, = Tr^, b„ = 195 
Hz, and T — 0, are slid to the left to simulate the approximate -12 Hz Doppler shift in the observed 
data. Adapted from Hansen (1984), used with permission. 
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Figure 4.8.   Fractional bias vs. Doppler shift for the MPL Doppler sonar.  Fractional bias (7-7) 
/  7  vs. normalized Doppler shift 7=7/ f„y,, and SNR   = SV N^ for the MPL Doppler 

sonar using the Gaussian spectral model (dashed line) and the boxcar spectral model (solid line) 
Values are computed from (4.14) with f^ - 400 Hz,   f„y, =  f,, / 2 - 200 Hz,   r '   =  r^ f^      =  ^ 
and a (T ') - 0.44 (Gaussian model) or a (r ') = 0 71 (boxcar model). °   "'"' 
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can be expressed in terms of the magnitude of the mean Doppler shift compared 
to the Nyquist frequency. Assume that T is being estimated from the first non- 
zero lag covariance (4.15b). If | TI < (4rJ-i = f^^^ / 2 then 

I 27r f To I < TT / 2 and cos (27rrrJ ^ 1. This implies that the magnitude of 
^sn('^o) ^2-n be well approximated by 

I c,M I ~ CM + CM = s^ RM + N2 RM    (4.20) 

so that S and N^ (equivalently SNR) can be estimated from (4.15a) and (4.20). 
The values of R^ and R^ are obtained from the model covariances (4.16) or 
(4.18) using values of signal and noise bandwidth appropriate for the system of 
interest. Bias correction can be accomplished by subtracting the value of 
N" Rn(^o) estimated using (4.15a) and (4.20) from (4.15b), and computing T 
according to (4.8). The conditions for validity of this approximation can be gen- 
eralized for any covariance lag by requiring 

l7l <(2k)-if,yq (4.21) 

where k is the lag index.   Bias correction can be made using any two lags which 
satisfy (4.21). 

4.4 Bias correction trials for the MPL Doppler sonar 

A narrow-beam, high-power, pulse-to-pulse incoherent Doppler sonar 
system has been developed at the Marine Physical Laboratory (MPL) of the 
Scripps Institution of Oceanography to measure the velocity field of the upper 
ocean. In a typical deployment the MPL Doppler system uses multiple 
downward-slanting beams to provide profiles of velocity from ~ 100 m to ~ 
1200 m in depth with ~ 20 m depth resolution and precision of order .01 m s~^ 
(Pinkel, 1983a). Under some conditions the far ranges of such profiles are con- 
taminated by additive noise and show a biasing towards zero Doppler shift (zero 
velocity) as described in Section 3.3a. Bias correction trials for velocity data 
collected during October and November of 1983 as part of the Mixed Layer 
Dynamics Experiment (MILDEX) are described in this section. Details of the 
sonar configuration during the experiment can be found in Section 1 3 3 and 
Table 1.1. 

For a system where accurate models of signal and noise covariance are 
available, knowledge of the signal and noise bandwidths at the receiver output is 
sufficient to predict potential biasing problems, as well as correct for biasing if it 
exists. The -3 dB signal bandwidth for the MPL Doppler sonar is well approxi- 
mated by Og = 0.885 Tp"^ The noise bandwidth, taken at the -3 dB points of 
the final receive filter, is cr„ = 195 Hz. A pulse length of Tp = 30 ms was used 
during the MILDEX experiment, giving a^ j a^ =29.5/195 =0.15. The rela- 
tively  large  value  of the   bandwidth   ratio  implies  that  the  noise  cannot  be 
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considered "white" (see (4.9)) and that biasing at low SNR is potentially impor- 
tant. 

By using the appropriate covariance model, and estimates of a^ and (7 
for the system, the covariance amplitude ratio a (r) can be computed. Values 
of a computed from both the Gaussian and boxcar covariance models using the 
estimates of a^ and a^ given above for the MPL Doppler sonar are shown in 
Table 4.1. Once a is known, the bias for a given r can be predicted for various 
SNR using (4.13). For the values of a given in Table 4.1, Fig. 4.2 shows that 
significant bias is expected in velocities computed from lag 1 covariances for 
SNR < 10 dB, with lag 2 biases being somewhat less. Although the biasing 
effect can be reduced by using larger lags, the uncertainty in the mean frequency 
estimator increases sharply for increasing lags (Miller and Rochwarger, 1972) 
making this approach undesirable. The magnitude of the predicted lag'l bias 
vs. normalized Doppler shift for the MPL sonar using both Gaussian and boxcar 
models is shown in Fig. 4.6. 

The difficulty in bias correction for the MILDEX sonar data is twofold: 
first, the noise power level (N^) varies considerably over time and may vary 
from one sonar beam to another, making the use of a constant noise threshold 
inadequate. Second, the PRT is short enough that the echo has not completely 
died away before the next pulse is transmitted. Thus, no measurements of noise 
covariance are available during data collection. This situation discourages use 
of the simplest correction methods, which assume that the noise covariance is 
time-invariant and measurable, and makes solutions to (4.15) using spectral 
models to predict R^ and R^ the most appealing method. Since the RMS 
Doppler shift for the MILDEX data set (computed from non-biased data) was 
0(10 Hz) < fjjyq / 2 =100 Hz, it was decided to use the "small!" assumption 
(4.21) to obtain approximate solutions to (4.15) using covariance measured at 
lag pairs k =(0,l), (1,2),   or (0,2). 

Previous results (e.g. Fig. 4.5) indicated that the boxcar model would 
best represent the data from the MPL sonar during the MILDEX experiment. A 
more sensitive test was performed by comparing observed covariance slopes to 
the slopes predicted by the models in regions of high SNR (maximum slope) and 
low SNR (minimum slope). Results are shown in Fig. 4.7. Correction trials 
usmg the k =(0,l) and (0,2) covariance pairs showed poor results due to the 
deviation of observed slopes from values predicted by the spectral models. The 
Gaussian model significantly underestimates the minimum slope and overesti- 
mates the maximum slope for the k = (0,1) lag pair (Fig. 4.7a). The boxcar 
model overestimates the minimum slope and underestimates the maximum slope 
(Fig. 4.7b) which is due in part to the smoothing of the covariance peak at r =0 
from the convolution neglected in the derivation of (4.18a). Both models do a 
better job of predicting the observed slopes for the k = (1,2) lag pair. The 
Gaussian model now overestimates the minimum slope, but does a fair job of 
predicting the maximum slope (Fig. 4.7c). The good agreement of the 
k = (1,2) covariance pair with the predictions of the boxcar model (Fig. 4.7d) 
prompted its use in the final correction scheme. 

The bias correction was implemented by the following four steps: 1) the 
signal-plus-noise covariance C^^^kT^), computed according to (B.14b) for each 
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Figure 4.7. Covarianet slopes: Model va. data eompariton. Histograms of normalized 
covariance slopes for the MPL Doppler sonar computed from 6400 3-minute average covari- 
ance profiles. Upper two panels show histograms of <(C„(ro) -C„(0)) / C„(0) > where the 
brackets represent an average of the 5 range bins of each profile with the smallest SNR 
(minimum slope, solid lines) or an average of the 5 range bins with the largest SNR (max- 
imum slope, dashed lines). Boundaries of the shaded areas indicate minimum and maximum 
autocovariance slopes predicted by the Gaussian (a) and boxcar (b) spectral models. Lower 
two panels show histograms of <(C„(2rJ-C„(rJ) / C„(r<,) > computed in the same 
manner as above and compared with the predictions of the Gaussian (c) and boxcar (d) 
models. The models are successful to the extent that the observed slopes from the small and 
large SNR regions have values which are near the predicted minimum and maximum slopes, 
respectively, yet remain within the unshaded area. 
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pulse, was averaged over 90 transmit sequences to produce a 3-minute average 
covariance profile; 2) noise covariance profiles were estimated from the signal- 
plus-noise ovariance using the k =(l,2) lag pair under the assumption (4.21), 
and covariance amplitudes Rg and R^ predicted from the boxcar model with the 
values of a^ and a^^ given earlier in this section; 3) the average noise covariance 
^n(^o)' was computed over the low SNR region of each profile with the restric- 
tion 0 < Cn(ro) < Re {Csii(rJ}; 4) the noise covariance estimate was sub- 
tracted from the real part of the measured signal-plus-noise covariance for each 
range gate to produce an unbiased estimate of velocity from 

Im{C3„(rJ} 
V    = ——— arctan 

47rf,ro Re{C3,(rJ}   - C„(rJ (4.22) 

It was found that corrections based on the method outlined above 
tended to over-compensate for the bias error, making velocities at far range too 
large. It was anticipated that the noise covariance would be overestimated by 
approximately 10% when using the k = (1,2) pair since (4.21) is not strongly 
satisfied for lag 2. However, direct comparison of measured and estimated 
values of noise covariance from a short section of data where independent noise 
measurements were available showed that C^ overestimated the true value by 
~ 30%. To correct for this overestimation the value of C^ was reduced by 30% 
prior to step 4. 

It was also found that velocity "spiking" sometimes occurred at far 
range due to very small values of the denominator in (4.22) when 
Cjj ~ Re {Csn}. This problem was diminished by using a power series expan- 
sion of the denominator in terms of e   = C^ / Re { C^A : 

'-' {C..} Im {Cs„} Im{C.„}    , „ 
Re {C3„} -C„   -  Re {C,J (1 -.)   = 1^]^   (' +' +■■■ ' )(«3) 

truncated at P   =5. 

Results of the bias correction for data sections with varying degrees of 
noise contamination are shown in Fig. 4.8. Comparison of corrected and 
uncorrected velocity profiles shows that biasing can be important over a depth 
range of as much as 1/3 of the total depth of the profile. 

4.5 Chapter summary 

The mean frequency estimator based on the covariance processing (CP) 
or  "pulse-pair"   technique  is unbiased  in  the  presence of true  "white"   noise 
(Rn(^)   = 0 for r > 0).   Although the case of true " white" noise does not arise 
in practice, the "white" noise approximation can be made if cr^ ]> a;, where a 
is the -3 dB baftdwidth of the receive filter and (Jg is the -3 dB signal bandwidth. 
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Figure 4.8. Bias corrected velocity profiles. Mean velocity profiles from the MPL Doppler 
sonar for two different sections of the MILDEX experiment. Data represent the mean after 
averaging 50 3-minute profiles (2.5 hr). Results are shown for uncorrected profile (dashed 
line) and profile after final bias correction (solid line). Horizontal dashed lines show range 
where SNR = 10 dB. SNR is computed using the same method as for the final bias correction. 
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If this approximation is not valid, then the signal must be considered corrupted 
by additive, band-limited noise, and the CP estimator will show a bias at low 
SNR. The magnitude of bias for the CP mean frequency estimator in the pres- 
ence of land-limited noise can be expressed in terms of the true mean, T, the 
signal-to-noise power ratio, SNR, and the normalized, noise-to-signal covariance 
amplitude ratio, a (r). The nature of the bias is to force the CP estimated 
Doppler shift towards the center of the frequency band passed by the receiver. 
Pulse-to-pulse incoherent Doppler systems are often operated under conditions of 
low SNR and large signal-to-noise bandwidth ratio (large a) where biasing 
effects are important. For a typical operating range of an incoherent Doppler 
system (0 dB < SNR < 10 dB and 0.1 < a < 1) bias errors as large as 7 to 50 
percent may be expected for the CP mean frequency estimate. 

Several methods of bias correction are available. The simplest correc- 
tion methods assume that the noise covariance is known or measurable, and 
may also assume that noise power is time-invariant. The presence of time- 
varying noise power combined with inadequate or unavailable noise covariance 
measurements may make the use of these techniques impossible. For systems 
where multiple lags of covariance are measured, a method of estimating time- 
varying noise covariance and SNR has been presented. The method can be used 
even when no direct measurements of noise covariance are available, but does 
require knowledge of a^ and a^ as well as models for signal and noise covariance 
functions. In addition to providing a generalized bias correction method, covari- 
ance models allow prediction of potential bias effects for the class of Doppler 
systems to which they apply. 

The data from a pulse-to-pulse incoherent Doppler sonar were found to 
be in good agreement with a simple covariance model, and the covariance 
modelling technique of bias correction was applied to oceanic velocity measure- 
ments made using the CP mean frequency estimator. Biasing was found to be 
important in regions of low SNR which may be as much as 1/3 of the total 
depth of the profile. 
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APPENDIX A 

Correction for platform motion 

A.l Platform motion 

Correction for platform motion requires consideration of azimuthal 
rotation (lieading) and tilts in two axes (equivalent to pitch and roll) relative to 
a fixed reference frame. The reference frame used for the analysis of platform 
motion is a right-handed coordinate system with origin along the centerline of 
FLIP'S hull at the depth of-the sonar mounting deck. This coordinate system is 
shown in plan view in Fig. A.l. Positive x and y directions are to the East and 
North, respectively, and z is positive upwards along the axis of the local gravita- 
tional vector. The reference frame is equivalent to a standard geographic 
tangent plane coordinate system (Neumann and Pierson, 1966). 

Ship's heading was maintained by a servo controlled bi-directional 
thruster mounted beneath the waterline on FLIP's hull. The thruster was linked 
to the ship's gyrocompass through an adjustable azimuth control device which 
could be programmed^to maintain a desired heading with very high accuracy in 
winds up to 15 m s~ . Heading values, measured in degrees clockwise from 
North, were recorded directly from the gyrocompass controller at a sampling 
rate of 4 Hz. 

The tilt of the platform with respect to the reference frame was sensed 
by two accelerometers mounted to FLIP's hull on the same deck which provided 
the sonar mounts (Fig. 1.7). Tilt is defined in terms of "pitch" and "roll" angles 
measured by the accelerometers. It is shown in Section A.3 that for the th°ree 
minute averaging intervals used in the analysis of velocity data, the accelerome- 
ters can unambiguously measure tilts of 0.4° or greater. Note that the pitch 
and roll axes defined for the accelerometer measurements do not correspond to 
the fore-aft and port-starboard directions on the ship (Fig. A.l). 

A.2 Heading correction 

There are four values of heading (45, 135, 225, and 315°) which result 
in one of the downward-slanting sonars pointing in the direction of each of the 
four compass points. These are called the four primary heading directions, each 
separated by 90 ° in azimuth. The thruster and azimuth controller were used to 
maintain the ship's heading to within a few degrees of one of the four primary 
heading directions during the majority of the experiment (Fig. 1.5). When the 
ship is oriented in one of the primary heading directions, the slant velocities 
from the sonars can be interpreted directly in terms of East (u) and North (v) 
components without the necessity of azimuthal coordinate rotation. Due to the 
high degree of heading stability provided by the thruster, no correction was 
made for the azimuthal motion of the platform other than to properly account 
for the 90 °  incremental heading changes as described below. 
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Figure A.l. Plan view of FLIP coordinate system. The reference (geographic) coordinate system is 
defined relative to the centerline of FLIP'S hull. Solid arrows indicate positive directions for x 
(East) and y (North) axes The z-axis is positive upwards. The relationship between sonar and 
accelerometer identification codes and geographic coordinates is shown for a heading of 315 ' 
This relationship changes as the ship's heading changes (Table A.l). The offset of the origins of 
the sonar beams from ( x, y, z) = ( 0, 0, 0) is ignored in the analysis. 
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Figure A.2. Heading of the North beam. One of the four downward-slanting sonar beams is 
always in the "North quadrant" (± 45° from 0*) and is designated the "North beam" Heading 
for the North beam is shown in degrees, clockwise from North, after correction according to Table 
A.l. Heading for the East, South, and West beams is found by adding 90, 180, and 270 degrees, 
respectively, to the heading of the North beam. 
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The  relationship of the sonars and accelerometers to the geographic 
coordinate system for the four primary heading directions is given in Table A 1. 

Table A.l. Heading correction table The relationship of sonar and accelerometer identification 
codes to the geographic coordinate system for the four primary headings is shown. For the actual 
heading correction, values withm the bounds shown in column two were considered to be at the 
primary heading. 

IIiiADiNG CORRECTION TABLE 

Nominal Heading 

(deg) 

Values Accepted 

(deg) E 

Beam C 

S 

irection 

VV N 

Tilt Angle 

Pitch          Roll 

45 0 < e < 90 S3 ^     S6 S5 S4 Al -A2 

135 90 < e   < 180 S4 S3 S6 S5 -A2 -Al 

225 180 < e   < 270 S5 S4 S3 S6 -Al A2 

315 270 < e   < 3G0 SG S5 84 S3 A2 Al 

To facilitate data processing, each sonar of the six sonar array, and the two 
accelerometers, were given identification codes. The identification codes for the 
four downward-slanting sonars are S3 through S6, and the accelerometers are 
identified by Al and A2. For a heading of 315 °, sonars S3, S4, S5, and S6 point 
in the direction of North, West, South, and East, respectively, accelerometer \1 
senses tilts in the y-z plane, and A2 senses tilts in the x-z plane Fio- A 1) Dur 
mg processing, buffers are set up to accept sonar data for North,°South East 
and West pointing beams, and accelerometer data corresponding to positive 
pitch and roll angles. By changing the identification code (and sign if necessarv) 
ot the data which goes into each of the buffers according to Table A 1 after 90° 
increnaentai heading changes, data from the sonar array can be treated as 
though It were measured from four beams fixed in the direction of the four com- 
pass points, with pitch and roll angles measured in the x-z and y-z planes The 
heading of the North beam after correction according to Table A.l is shown in 
Hg. A.2. During the calm period from day 300 to 313 the heading was main- 
tamed at an average value of 2.8 ' East of North with a standard deviation of 
about 1 . From day 313 to 315 high windsand large swell caused deviations of 
as much as 30 from the desired heading. The heading of the East, South and 
West beams are given by adding 90 ",180°, and 270 % respectively, to the head- 
ing ot the North beam. 

A-3 



A. J. Plueddemann 

A.3 The accelerometer measurements 

In order for the accelerometers to be used effectively as "inclinome- 
ters" to measure platform tilt, the distinction must be made between apparent 
accelerations, due to the inclination of the platform in the earth's gravitational 
field, and true accelerations, due primarily to surface waves. It is useful to 
define a threshold value of tilt where the apparent accelerations dominate over 
true accelerations. Beyond this threshold value, accelerometer measurements 
can be unambiguously interpreted as platform tilt and converted to degrees 
using 

^=(l80/7r)sin-i(a/g) (A.l) 

where a is the apparent acceleration rneasured by the instrument and g is the 
gravitational constant (g =980 cm s~- ). For low frequency motion (less than 
0.01 Hz), the true accelerations are a very small fraction of g and the measure- 
ments can be directly interpreted in terms of tilt. For higher frequency motions, 
the true accelerations may be as much as a few hundredths of g, and more care 
is needed in interpreting the measurements. 

Wind waves and swell can cause significant horizontal and vertical 
accelerations of the platform in the frequency band between 0.03 and 0.2 Hz. 
The observed response of FLIP to ocean waves has been summarized by Spiess 
(1968). He shows that for frequencies greater than 0.05 Hz the vertical motion 
of the platform is less than 10% of the surface wave amplitude, and the horizon- 
tal motion of the laboratory deck level is approximately equal to the surface 
wave amplitude. Rudnick (1964) gives some of the data on which these conclu- 
sions were based. Values of rms true acceleration reported by Rudnick for the 
frequency band between 0.01 and 0.25 Hz are 18 cm s~- for horizontal accelera- 
tion and 2 cm s " for vertical acceleration. Following the suggestion of Rudnick, 
I have taken four-fifths of the horizontal acceleration to be due to true accelera- 
tion, with the remainder being due to tilt. 

The wave conditions during MILDEX (rms wave height ~ 1 m) were 
similar to those during the experiment reported by Rudnick (maximum wave 
height 2-3 m) so that the latter can be used as a guide to determine the thres- 
hold for unambiguous tilt measurement. The accelerometer data used in the 
MILDEX analysis were recorded every 0.25 s and averaged over 3 min. The 
dominant contribution to the true acceleration comes from wave periods of 
order 10 s, so that estimates of rms true acceleration for the 3 min average data 
should be reduced by about a factor of 3 from the values given by Rudnick. 
This gives an estimated rms horizontal acceleration of about 6 cm s"'" and a 
rms vertical acceleration of about 0.6 cm s~- for the MILDEX data. The effect 
of the small vertical acceleration (about 7 x lO^g) will be ignored in the 
analysis. Using (A.l), the estimated horizontal acceleration gives a tilt measure- 
ment threshold of ~ 0.4 ° . It can be shown that significant errors in the esti- 
mates of vertical velocity and stress result from tilts of order 0.5 ° or greater, 
hence the tilt angle threshold of 0.4° is adequate for the purpose of correction 
for tilt errors in the 3 min average velocity data. 
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A.4 The rotation matrices 

In order to formalize the tilt correction, it is necessary to introduce 
rotation angles relating the tilted frame to the reference frame. Coordinate 
rotation is typically described in terms of the Euler angles (Teichmann, 1969). 
The axis and angle conventions adopted for the FILP analysis are shown in Fig. 
A.3. Thej^, j^, and k unit vectors are in the East, North, and "up" directions, 
respectively, and the'^uler angles are 

(t> = pitch angle, positive for +i^ vector (East beam) depressed 
p = roll angle, positive for + j Sector (North beam) depressed 

(measured relative to pitclied axes) 

The angles measured by the accelerometers are not exactly the Euler angles, but 
for simplicity in the analysis it is convenient to assume that they are equivalent. 
This assumption introduces an error proportional to sin 9, where 6 is the tilt 
angle. By defining the first rotation angle (pitch) to be the smaller of the two 
observed tilt angles the resulting error is reduces to order 4 x 10~^ which can be 
safely neglected in the following analysis. 

A vector in the rotated frame can be expressed in the reference frame 
using the rotation matrices 

(A.2) 

COS0     0 sin<^ 

M^ = 0        1 0 

— s'lncf)    0 cos^ 

1 0 0 

M,= 0 cosp sinp 

0 — sinp cosp 
(A.3) 

Given a vector£' = ( r^' , Ty  , r/ ) in the rotated frame, the corresponding vec- 
tor in the reference frame is 

coscj) i\'   —   sin0 sinp Vy'   +   sin0 cosp r/ 

cosp Vy'   + sinp !■/ 

COS0 sinp r '   +   cos0 cosp r/ — sin® r . / 
A.4) 

For a slant velocity vector measured at some range r along the beam 
axis in the rotated frame, the correction for platform motion can be considered 
in two stages. First, the correction for translation of the velocity vector to a 
new position in space, and second, the correction for the rotation of the vector 
from its nominal angle. The implementation of these two stages of correction 
will be discussed below. 
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Figure A.3. Rotation of coordinates. Starting from the reference frame with the unit vectors i , 
j , and k, in the direction of North, East, and " up" , respectively, the system is first rotated about 
the j axis through the pitch angle <f> Next, the system is rotated about the i ' axis through the 
roll angle p, giving the unit vectors i ', j ', and k '. Any vector m the rotated frame can be 
expressed in the reference frame using the rotation matrices (see text). 
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Figure A.4. Uncorrectei vertical velocity: East axis Vertical velocity is estimated from the 
uncorrected slant velocities of the East and West beams using (A.25), Significant offsets from zero 
and excursions of order 0,4 cm s"* can be seen. The slant velocities are averaged over 312 m in 
depth and 30 min in time prior to vertical velocity computation, and the resulting vertical velo- 
city time series is averaged with a 24,5 hr running mean filter before plotting. 
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A.5 Translation correction 

The slant velocity measured in the reference frame at range r along the 
beam axis is considered to be at position ( XQ , yo , ZQ ), and at angle 9Q from 
the horizontal, where 9Q is the depression angle of the beam. If the velocity 
measured in the tilted frame is written as V_' ( x' , y' , z' ) then the velocity 
corrected for the translation to the nominaTposition ( XQ , yg , ZQ ) (but not 
corrected for rotation) is given by 

V' ( xo , yo , zo ) = V' ( x' , y' , z' ) + dV' (A.S) 

where 
dV dV dV 

dV'=^ dx +-=^ dy+^ dz 
ax dy dz 

From (A.S) it is clear that the translation correction requires knowledge of the 
distance between the measurement points in the tilted frame and the reference 
frame, and the derivative of velocity along the path connecting the two points. 
In practice, only the derivative of velocity along the beam axis is known, and 
some approximation to (A.S) must be made. It will be assumed that vertical 
derivatives are much larger than horizontal derivatives in the geographic coordi- 
nate system ( d/dz :> d/dx , d/dy ) so that 

av 
d^'^^dz (A.6) 

The translation correction will be illustrated below using the East beam; correc- 
tion for the other beams is analogous. 

In order to implement the translation correction according to (A.S) 
with the approximation (A.6) it is necessary to estimate the vertical derivative 
of V' and the differential depth dz. The slant velocity profiles provide an esti- 
mate of the range derivative of V ' , which must be properly scaled to give an 
estimate of the vertical derivative. The range derivative of slant velocity for 
the East beam in the tilted frame is given by 

dV 
d      . .   a 

= ( E' • V ) V' = [ cos^^o -77 - ^in^o TT ]   r (A.7 

where 

dr'        '- ^ ~       L ^-'^  dx'       -^'^^^o  dz' 

E' = cos^o i ' - sin^n k' 

is the unit vector in the direction of the East beam in the tilted coordinate sys- 
tem. Using the chain rule and (A.4) to write derivatives in the tilted frame" in 
terms of the geophysical coordinates, and neglecting horizontal derivatives in 
the geophysical frame gives 

dV' 5V' 
-^ =-(sin</> cos^o + COS0 cosp sin^o) -y- (A.8) 
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The expression (A.8) allows the range derivative in the tilted frame to be related 
to the vertical derivative by a scale factor computed from the tilt angles. 

The differential depth is determined from the difference between the 
vertical coordinates at range r in the tilted frame and the reference frame. The 
vertical coordinate at range r in the reference frame can be written as 

zn=r fE  •   k 1 =■ ■r smt (A.9) 

wh ere 

E = cos^n i   — sin(9n k 

is the unit vector in the direction of the East beam in the reference frame. The 
vertical coordinate corresponding to range r in the tilted frame is expressed in 
the reference frame as 

z =1- [ ( M^ M^ E' ) • k ] =-r ( sin(/> COS^Q + cos0 cosp sin^o )(A.10) 

giving 

dz =z — ZQ = r [ (1 —coscj) cosp) sin^'o —sin*;/) COS^Q ] (A.ll] 

For each range r where a velocity measurement is made in the tilted frame, the 
vertical derivative of velocity is estimated from (A.8), the differential depth dz 
is computed from (A.U), and the translation correction implemented according 
to (A.5) and (A.6). The corrections for the West, North, and South beams differ 
only in that the values of the appropriate unit vectors are substituted for E ' 
and E in (A.7) through (A.9). ~ 

A.6 Rotation correction 

Once the translation correction has been made, the rotation correction 
amounts to an adjustment of the magnitude of V^' ( XQ , YQ , ZQ ) using the 
rotation matrices (A.2) and (A.3). This final step thTthe correction for platform 
motion gives the slant velocity in the geophysical coordinate system as 

i^ ( ^0 » yo. ZQ = M^ M, V' >^o > yo - ZQ 

coscj) u'   —   s'mcf) sinp v'   +   s\n<f> cosp w' 

cosp v'   + sinp w 

■sin^ u'   —   cos(f) sinp v'   +   cos0 cos p w' 

A.12) 

The correction is conceptually straightforward, but is complicated by 
the fact that the individual components of V' are not known; only the projec- 
tion of the velocity onto the beam axis is measured (Sec. 1.4). An effective and 
relatively simple correction can still be made by substituting the Janus velocities 
for  the  unknown  velocity  components  in  the  correction  terms.   The  rotation 
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correction developed in this section uses the Janus horizontal velocity to correct 
for errors in the vertical velocity measured by each beam. A scale analysis 
shows that errors in the measured horizontal velocities are small and do not 
require correction. 

Errors in the velocity components measured in the tilted frame can be 
estimated by using the rotation matrices (A.2) and (A.3) to express V' in terms 
of the true velocities u, v, and w. The resulting expression for the components 
of Vis 

w 

COS0 U — s'lYKp W 

— sin0 sinp u   +   cosp v   —   coscf) sinp w 

s\n(f) cosp u   +   sinp v   +   coscf) cosp w 

(A.13) 

Before performing the rotation correction for each component, scaling 
parameters are introduced to simplify the error terms and allow estimation of 
error magnitudes. The horizontal velocity components are expected to be of the 
same scale, but different from the scale of the vertical velocity. The pitch and 
roll angles are of the same scale and have magnitudes of < 2 ° (Fig. 1.5). With 
these considerations the velocities and tilt angles are scaled as follows 

u , V U, 0 ' 

sin0 , smp ' 

COS0 , cosp 

w 

sin<l>, 

'   1 

Wn 

0 (A.14) 

Using (A.13) and (A.14) the rotation errors in the velocity components can be 
expressed as 

El =u'— u =sin$o ^0 

62 =v' -V =sin<J>o WQ +(sin<l>o)^ UQ 

63 =w' — w =2 sin<l>o UQ 

(A.15) 

For a typical "large" tilt angle magnitude of <l>o = 1.5° and WQ / UQ < 1, 
rotation errors in horizontal velocity are less than 3%. The ratio of vertical to 
horizontal velocity for oceanic motions with vertical scale D and horizontal 
scale L goes like the aspect ratio 5 =D/L. The largest contribution to horizon- 
tal kinetic energy comes from low (sub-inertial) frequencies where 5 <C 1. 
Clearly rotation errors in horizontal velocity are not important for these low 
frequencies. 

The aspect ratio remains less than one except for motions such as high 
frequency internal waves and turbulence. Turbulent velocity fluctuations cannot 
be measured by the Doppler sonar used in the MILDEX experiment due to the 
large averaging volume (>1000 m^) and long averaging time (3 min) of the velo- 
city estimates compared to the space and time scales of the turbulence. In the 
internal wave band, the aspect ratio can be estimated from the ratio of horizon- 
tal to vertical wavenumber. For linear internal waves in an incompressible, 
Boussinesq fluid, this ratio is (Gill, 1982) 

r,    l-'/2 K^ 

K, 

N' ■IxT 

or — f- 
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where a; _^is the wave frequency, f is the inertial frequency, and 
N" = —gP dp/dz is the buoyancy frequency. The aspect ratio exceeds one in 
the internal wave band for U) >N / V2. For w = 0.99 N, the aspect ratio is 
~ 7 and the rotation errors in horizontal velocity may be as large as 20% of UQ. 

However, it must be realized that the expected measurement uncertainty in the 
velocity estimate also becomes larger at high frequency. For N = 2 cph, the 
averaging interval of the measurement at w = 0.99 N is (.99 N)~^ ~ 30 min, 
and the expected measurement uncertainty for horizontal velocity is about 0.2 
cm s (Sec 1.4) or 20% of UQ for UQ =1 cm s~^ Hence even at the highest fre- 
quencies of the internal wave band the rotation errors are not a dominant 
source of error in the horizontal velocity estimates. 

In contrast to the horizontal velocity errors, the rotation errors for 
vertical velocity are largest for low frequency, and decrease as the aspect ratio 
increases. Errors in vertical velocity are less than 5% for Wg / UQ > 1 with a 
tilt angle of 1.5°. This implies that rotation errors for vertical velocity in the 
high frequency portion of the internal wave band will not be significant. For 
lower frequencies, however, horizontal velocities can easily be twenty times vert- 
ical velocities giving Wg / Ug = 0.05 and a corresponding rotation error of > 
100%. Errors of this magnitude are unacceptable and must be corrected. 
Details of the rotation correction for vertical velocity are given below. 

The correction for rotation errors in vertical velocity is accomplished 
by estimating the horizontal components required by (A.12) from the Janus velo- 
cities and applying the appropriate correction factor to the slant velocities of 
each beam. Consider the slant velocity for the East and West beams, after 
correction for translation error, but before the correction for rotation error 

V = - UE' COS^O + WE' sin^o (A. 16a) 

VJ = + uJ cos^o +Ww' sinf^o (A. 16b) 

It has been shown that u' = u for the purposes of this analysis, but that w' will 
have a significant error. The correction terms for vertical velocity in terms of 
the velocity components measured in the tilted frame are found from (A.12). 
For the East and West beam vertical velocities, these terms are 

^E = ^E' sin*/) + Vg' COS0 sinp (A. 17a) 

Q;w = ujsin0-f vj cos^sinp (A.17b) 

where _the term w' (1 —coscj) cosp) has been neglected (this term is less than 
1 X 10 w' for the observed values of tilt). The difficulty is that u' and v' can- 
not be determined at the same point where V^' and VJ are measured, but must 
be estimated from the Janus velocities 

^' =    2 cos^      ^^(^w + V) + j(Wvv -WE') tan^o (A. 18a) 

2cos^      =T('^S' +UN') +7(WS' -W^') tan6'o (A.18b) V   = 

'0 
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It will be of use later to note that the Janus velocities can be re-written as 

^' = ^E' + ji^J -UEO + -(wJ -WE') tan^o (A. 19a) 

^' = < +(^ +^ -VE') +7(W3' -W^O tan^o (A.19b) 

or 

^' = "^w + -{^E -O + 7(ww' -WE') tan6'o (A.19c) 

Vs' V  ' 
v' = yj +{-j- +-^ -vj) +~(ws' -w^') tan^o (A.19d) 

The corrected slant velocities for the East and West beams defined in 
terms of the Janus velocities are 

y^=VE' -asinOo, V^=VJ-Q:sin^o '   (A.20) 

where the correction term is 

Q; =u'sin0+v'COS0 sinp (A.21) 

and is the same for the two beams. In fact, all four slant velocities will now be 
corrected by the same factor a given in (A.21), except for slight difi'erences due 
to mechanical alignment errors (see Sec A.7). This -correction factor properly 
accounts for rotation errors in w which come from the u' and v' terms in (A.12), 
but introduces new errors due to the difference between the desired corrections 
(A.17), and the value of (A.21). 

Returning to the scale analysis introduced previously shows that the 
correction is^successful in the sense that the original errors in slant velocity, of 
order 2 UQ sin^o- are reduced to errors of order AUQ sin<l>o, where AUQ IS the 
magnitude of the horizontal velocity difference between beams. Specifying the 
scales for the velocity differences as 

UE—u^,     Vg -v^ ,     etc ~ AUQ 

(A.22) 
WE -WW ,    Wg -Wf^ ,    etc ~ AWQ 

in addition to the scaling of (A. 14), and taking sin^Q ' cos(9o ~ 1 for simplicity, 
allows estimation of rotation errors before and after correction. Using the 
uncorrected slant velocities from (A.16), and the error terms (A.17) with u' =u, 
and v' =v It can be shown that the errors in the slant velocities and Janus vert- 
ical velocities before correction are 

-V 2 Uo sin*o 
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(A.23) 

e-,~2Uosin<l>o+V2AUo 

Using the corrected slant velocities from (A.20), and substituting the forms 
(A.19) for the Janus velocities in the correction factor (A.21), the errors after 
correction are 

Cy ~ AUo sin<&o + ^WQ sin<l>o 

(A.24) 
e- ~ V2 AUo +^Uo sin«J>o +AWo sin<l>o 

It has been shown that the most significant rotation errors for vertical 
velocity occur at low frequency where UQ is large compared to VVQ, AUQ, and 
AWQ. For the uncorrected velocities this can result in large errors in V and w', 
but for the corrected velocities, there are no errors larger than order AUQ and 
AWQ. The term VaAWo in 6- is a consequence of the Janus estimation tech- 
nique and is independent of tilt. 

A.7 Mechanical alignment errors 

In the previous discussion, it was assumed that the accelerometer meas- 
urements could be directly related to the tilt angles of the sonar beams. This is 
a good approximation, but is associated with some error due to the fact that the 
accelerometers and sonars are attached to FLIP's hull in different ways (Fig. 
1.7). The design tolerances of the mechanical components separating the 
accelerometer package from the sonar transducer panels can easily result in 
alignment errors of a few degrees between the measurement planes of the 
accelerometers and the sonars. In addition, a vertical line drawn through the 
vertex of the v-shaped sonar mounts in the un-tilted reference frame may not 
form the bisector of the angle between the sonar panels. This will cause a small 
bias in the velocities measured by the two beams, even after correction for plat- 
form motion. The magnitude of both of these mechanical alignment errors can 
be determined quite accurately by the analysis described below. 

The analysis of mechanical alignment errors is based on the assumption 
that the depth-time average of the true vertical velocity is small compared to 
the magnitude of the errors. The data set for the analysis consisted of slant 
velocity and tilt angle measurements averaged over 30 min in time for a 16 day 
interval from day 301 to 317. The slant velocities were further averaged over a 
312 m depth interval between 328 and 640 m. The first step is to compute the 
uncorrected vertical velocity from 

V ' -fV ' V ' -^V ' 
^^E =    o   •   a— ' ^^N =    ^   .   n" (A.25) 2 sint'o 2 sini9o ^       ' 
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The resulting vertical velocity estimates for the East and North beam 
pairs, low-passed with a 24.5 hr running mean filter, are shown in Figs. (A.4) and 
(A.5), respectively. These plots show excursions of as large as 0.8 cm s~\ as 
well as ofl'sets of about 0.35 cm s~^ from zero. Expected values of measurement 
uncertainty for vertical velocity averaged over 24 hrs and 300 m in depth are of 
order 0.01 cm s . Typical values of true vertical velocity for these averagmg 
scales are less than or equal to the measurement precision. Clearly the fluctua^ 
tions in the uncorrected vertical velocities are not from true velocities or meas- 
urement uncertainty, and are presumably due to platform motion. A high 
degree of correlation is observed between the fluctuations in w' and the error 
term computed from the same data using (A.21), confirming that the 
uncorrected data is contaminated by tilt errors. 

The optimal correction for platform motion is considered to be one 
which minimizes the depth-time averaged vertical velocity estimate. Since 
mechanical alignment errors are expected to be important in the tilt correction, 
the parameters 6^, 6^, are included in the correction to represent the effects of 
alignment errors on pitch and roll angles. A bias factor b is included in the 
slant velocities to account for the efl'ect of alignment errors on the beam pairs. 
It is important to realize that although the beams from each pair of sonars (E- 
W or N-S beams) may be assumed to be in the same plane, the planes formed by 
the two beam pairs may not be orthogonal. This is incorporated in the analysis 
by allowing difi'erent alignment error parameters for each beam pair. The 
resulting correction is applied to the slant velocities in the same sense as in 
(A.20) so that the vertical velocities corrected for rotation error (translation 
error is not important for the depth averaged velocities) are given by 

WE =(2 sin^o)"^ [ (VJ -^E S'n^o) +{^E -C^E sin^o +^E)] (A.26a) 

w^ =(2 sin^o)"' [ (Vs' -a^ sin^o) +(Vf,' -tt^ sin^o +^N)] (A.26b) 

where 

a^ = u' sin(0 + e^E ) + v' cos(0 + e^E ) sin(p + e^E ) (A.27a) 

a^ = u' sin(</. + e^N ) + v' cos(0 + e^N ) sin(p -I- e^^ ) (A.27b) 

For each beam pair the three alignment errors (e.g. CA^ , e„^ and b^) 
owed to vary over a representative range, and the mean-square error is 

computed for each combination of values. The desired values are those which 
minimize the mean-square error. The parameters determined from this minimi- 
zation procedure are given in Table A.2. The depth-time averaged vertical velo- 
cities after correction according to (A.26), using (A.27) and the alignment error 
parameters from in Table A.2, are shown in Fig. A.6. Comparing the initial 
(before correction) and final (after correction) statistics from Table A.2 shows 
that ^he rotation correction has reduced the mean velocity to less than 0.05 
cm s and reduced the velocity variance by nearly an order of magnitude. The 
remaining vertical velocity variance is slightly larger than that expected from 
measurement uncertainty alone, and presumably comes from differences in hor- 
izontal velocity over the distance separating the beams. 
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Table A.2. Tilt correction results. Minimization of the mean square error of the corrected verti- 
cal velocity estimated from (A.26) and (A 27) yeilds the value of the alignment error angles €A, C, 

and the bias b as reported in the table. Initial mean and variance are for uncorrected vertical 
velocity estimates. Final mean and variance are after rotation correction using the values of 
alignment error parameters given in the table. All statistics are for estimates averaged over 312 
m in depth and 24.5 hrs in time 

TILT CORRECTION RESULTS 

Beam pair ID codes (4,6) (3,5) 

Nominal direction East North 

Initial mean   (cm s~   ) -0.40 - 0.33 

Final mean  (cm s~' ) 0.045 0.048 

Initial var.  (cm^ s~- ) 0.29 X 10"' 0.11 X 10~' 

Final var.   (cm" s"" ) 0.37 X 10~- 0.17 X 10~- 

e*    (cleg) -0.5 0.0 

e,   (cleg) -f-2.3 - 0.1 

b  (cm s"') 0.04 0.51 

The discussion of mechanical alignment errors m terms of the rotation 
correction has served to produce estimates of the alignment error parameters as 
well as introduce the correction terms for slant velocity. The angle errors 
included in (A.27) are important not only in the rotation correction, but also in 
the translation correction given in Section A.5. For example, the expressions for 
the range derivative (A.8) and the differential depth (A.ll) of the East beam 
including mechanical alignment errors become 
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Figure A.5.    Uncorrected vertical velocity: North axis.   As in Fig, A.3, but for North and South 
beams. 
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Figure A.8. Corrected vertical velocity. Vertical velocities are estimated from (a) East-West and 
(b) North-South beam pairs with correction for platform motion using (A.26), the correction fac- 
tors (A.27), and the values of alignment error parameters given in Table A.2, Averaging is the 
same as in Fig, A3. 
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Note that if the Janus horizontal velocities are computed from corrected slant 
velocities in the same manner as the Janus vertical velocities in (A.26), the 
terms involving the tilt angles drop out, but the bias terms are effective in the 
correction. 
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APPENDIX B 

The Covariance Processing Technique and its Application to 
Coherent and Incoherent Doppler Systems 

Assume that the complex envelope of the received signal measured by a 
Doppler system can be written as 

Z(t)   = S(t) cos<^(t)   + iS(t) sin0(t)   = S(t) exp[ i0(t) ] (B.l) 

where S(t) and <^(t) are the resultant amplitude and phase, respectively. It is 
desired to measure the mean Doppler frequency of the received signal. The 
mean frequency is typically defined as the first moment of the normalized 
Doppler spectrum 

CX3 OO 

7 =   /    f P(f) df / /    P(f) df (B.2) 

The covariance processing (CP) technique provides an estimate of 7 directly from 
the covariance function of the complex envelope.  The complex covariance is • 

C(r)   = <Z(t)Z*(t+r)> (B.3) 

where the brackets imply ensemble averaging and * denotes conjugation. 

The CP technique exploits the fact that the covariance function and 
the Doppler spectrum are Fourier transform pairs 

P(f)   =   /    C(r)exp[-i27rfr] dr (B.4) 
—00 

OO 

C(r)   =   /    P(f)exp[i27rfr] df (B.5) 

Since the spectrum is real, the covariance function must be Hermitian, implyin<^ 
that its amplitude will be even and its phase will be odd. The covariance 
function can thus be expressed in polar form as 

C(r)   = h(r) exp[ i27rg(r) ] (B.6) 

where h(r) is a real, even function of T and g(r) is real, odd. 

It is well known that the moments of a random variable are related to 
the derivatives of its characteristic function evaluated at zero (Papoulis, 1965). 
If the probability density function of a random variable s is p(s) then the 
characteristic function is 

00 

Q(x)   =   /    p(s) exp[ isx ] ds (B.7) 
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and the nth moments of s are 

M„(s)   = (i)-» ^ I 

The normalized Doppler spectrum can be interpreted as the probability 
density function for the distribution of Doppler shifts in the received signal 
(Serafin, 1975; Doviak and Zrnic, 1984). It follows that the normalized 
covariance function C(r) / h(0) is identified as the characteristic function for 
the angular Doppler frequency OJ^ =27Tf^. The mean Doppler frequency (first 
spectral moment) is then given by 

T = (27r)-i f,,{uj,)   = [ i27rh(0) ]-'   ^^ 
dr 

(B.9) 

Using (B.6) the derivative in (B.9) can be expressed as 

..0   =  [ i27rh(r) exp[ i27rg(r) ] dg/dr  + exp[ i27rg(r) ] dh/dr],^o dr 

= i27rh(0)-^Uo (B.IO) 

so that (B.9) becomes 

T = is. 
dr (B.ll) 

Approximating dg/dr at r = 0 using the first two terms of the 
Taylor series expansion of g(r) about zero gives 

-^ 1^0 ~ [ SW   - g(0) ] / r  = g(r) / r (B.12) 

Since Arg [ C(r) ] = 27rg(r) the relations (B.ll) and (B.12) can be used to 
relate the estimate of 7 directly to the covariance function giving the CP mean 
frequency estimator 

t    =  (27rr)-i  Arg [ C(r) ]   ~ T (B.13) 

For a noise-free, symmetric Doppler spectrum 7 is an unbiased estimator for 7 
as r approaches zero. 

The covariance processing technique can be applied to both pulse-to- 
pulse coherent and incoherent Doppler systems. The principle differences involve 
the relationship between the pulse repetition time and the correlation time of 
the scattering field. These differences, and their efl"ect on the computation of 
covariance, are discussed below. 

A schematic representation of the transmission sequence for a 
generalized Doppler system is shown in Fig. B.la.   Following the development of 
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Doviak and Zrnic (1984) a conceptual separation is made between range time 
and pulse time (Fig. B.lb). The range-time increment T^, is the time interval 
between samples of the echo from a particular transmission. The pulse-time 
increment T^, is the time delay between successive transmissions. It can be seen 
that successive samples at fixed range are separated by T^, generally called the 
pulse repetition time (PRT). The separation of time scales will facilitate the 
description of covariance estimation and serve to emphasize the differences 
between coherent and incoherent processing. 

In a coherent system, discrete samples of the complex envelope Z(t) are 
conveniently expressed in pulse time for fixed range and can be written as 
Zj(m Tp) where m=l, 2, 3, • • • is the pulse index and the subscript j is the 
range index. The covariance function for a range time j T^ is estimated from a 
sequence of M pulses by 

1      M 

C(krJ   = — ^S    Zj(mrp)   Zj*((m+k)rp) (B.14a) 

where k =0, 1, 2, • • • K is the lag index and r^ =T^. The designation r^ for 
the covariance lag interval is introduced to give a general form for the 
covariance estimate, whether from a coherent (r^ ==r ) or incoherent (r^ =r) 
system. For k=l (lag 1), Z(mrp)^and Z((m+l)rp) are samples from two 
successive pulses, and substituting C (r^) from (B.14a) into (B.13) yields the 
"pulse-pair" mean frequency estimate. To obtain meaningful covariance 
measurements with a coherent system it is necessary to maintain the phase of 
the transmitted waveform precisely from one pulse to the next so that the only 
contribution to phase differences is from the motion of the scatterers. The 
covariance estimate will approach zero for lags greater than K =T^/T^ where 
Tg is the scattering correlation time (Pinkel, 1980). 

The scattering correlation time plays a key role in the distinction 
between coherent and incoherent processing. The time T^ can be considered as 
the maximum separation between samples of Z which can be allowed while still 
maintaining phase coherence. Samples at intervals greater than T^ will contain 
no useful Doppler information. Considering the definition of K above, it is clear 
that the condition r^ < T^ must be satisfied in order to have at least one useful 
covariance lag. Recalling that r^ is equivalent to the PRT for a coherent 
system, this restriction means that the received signal for a given range gate 
will be phase-coherent between one pulse and the next and gives the pulse-to- 
pulse coherent sonar its name. 

An incoherent Doppler system derives its name from the fact that the 
PRT is much greater than T^,, making samples at the same range gate from two 
successive pulses phase-incoherent. A Doppler shift estimate can still be 
obtained, however, by sampling the received signal at intervals shorter than the 
PRT. This is accomplished by sub-sampling the return from a single pulse at an 
interval T^ which is less than the pulse length Tp. The returns from times j r^. 
and (j-j-l)rj. will come from a region of space which is highly overlapped for 
^r *^ Tp, and the two successive samples will have the eff"ect of being time- 
delayed versions of the return from a common-volume range gate centered at 
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TIME 

RANGE   TIME 

Figure B.l. Schematic representation of Doppler aonar transmission. Schematic representa- 
tion of several transmission sequences for a generalized Doppler system in actual time (a), 
and separated into range time and pulse time (b). Shaded areas represent pulse transmis- 
sions and "wiggly" lines represent returns from the in-phase channel. Note the difference 
between the pulse length Tp and the pulse repetition time T^. The range delay T^ can be 
interpreted as the digitization interval of the system. The relative sizes of Tp, r^, and r^ will 
be different for coherent and incoherent systems. 
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r, =c[jr72-(Tp-r,)/4]. 
Samples of the complex envelope for an incoherent system are best 

expressed in terms of range time for a particular pulse and written Z^^Q T^). 
The covariance function for a given common-volume range gate is estimated 
from each pulse and averaged incoherently over M pulses giving 

1      M 

C(kro)   = — J^   Z^(jr,)   Z^*(a+k)r,) (B.14b) 

where k is as in (B.14a) but here T^ =T^. The essential difference from the 
coherent processing scheme, highlighted by the exchange of subscripts and 
sample indices, is that range time is substituted for pulse time to generate the 
desired covariance lags. An important consequence is that it is not necessary to 
maintain the phase of the transmitted waveform between pulses. Since 
covariance samples for an incoherent sonar come from the same pulse rather 
than a pair of pulses, the general term covariance processing is preferred to 
"pulse-pair" processing. 

The covariance estimate for the incoherent system will approach zero 
for lags greater than K ^Tp/r^, implying that T^ < Tp is the condition on the 
sampling interval in order to have at least one useful covariance lag. The 
maximum useful covariance lag is defined in terms of Tp rather than T^ due to 
the fact that successive samples must be from overlapping volumes in space in 
order to retain phase coherence, even if the time between samples is short 
compared to the correlation time. An efficiently designed incoherent Doppler 
system will have a pulse length no greater than the correlation time (Pinkel, 
1980), so that the condition r^ < Tp on the sampling interval also insures that 
the fundamental constraint r^ < T^ is satisfied. In practice both coherent and 
incoherent systems operate under conditions where T^ <C T^. 
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